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ABSTRACT 
In the middle of XX century the scholars began construct the methods which have the best characteristics of the one 

and multi-step methods with the constant coefficients. And in the 1955 years there appears the works of Gear and 

Butcher dedicated investigation of the hybrid method. Here we want to show that how this theory developed and 

compared them with the known methods. Constructed the hybrid method with the higher order of accuracy and 

illustrated them by the model equation. For application of hybrid methods, here proposed the simple algorithms 

with the order of accuracy 10p  in the case, when the amount of the used mesh points is equal to 2 or the order 

of the difference methods variable satisfies the condition 1k . 
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1. TITLE-1 

Many problems of natural sciences reduced to solving integral equations with the variable boundaries which in 

linear case was fundamentally investigated by Vito Volterra. Many scholars have investigated the numerical solution 

of the Volterra integral equations. But they in basically use the quadrate methods or its modification. But here 

proposed a new way for construction the numerical methods for solving the integral equation with the variable 

boundaries.  

    Let us to consider the following integral equation 


x

x
dssysxKxfxy

0

))(,,()()( .                                                             (1) 

Sometimes integral equation (1) called the integral equation of Volterra-Urison type. 

 This convention is due to the fact that equation (1) in the linear case was thoroughly investigated by 

Volterra, and at a sufficiently high level was studied such equations occurrence in practical problems (see, e.g. [1], 

[2]). Note that the singular integral equation with a variable boundary in a particular form was studied for the first 

time by Abel (see, e.g., [1, p.12]). Given that even in the linear case, the exact solution to equation (1) is not always 

possible, therefore many experts have used approximation methods to solve it (see, e.g., [3] - [7]). 

 Here we suppose that the Volterra integral equation (1) has the unique solution determined on the 

interval  Xx ,0 ,   for investigation of the numerical solution of equation of (1), assume that the kernel ),,( yzxK  

of the integral equation define in the domain  byXxsxG  ,0  , where it has partial derivatives 

up to some order p , inclusively. But the given sufficiently smooth function )(xf   has determined on the 

interval  Xx ,0 . For determining the approximate values of solution of equation (1), we divide the interval   
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 Xx ,0  into N   equal parts by the mesh points )...,,2,1,0(0 Niihxxi  . Denote by iy   the approximate 

and  )( ixy  exact values of solution of equation (1) at the mesh points )...,,2,1,0( Nixi  .  

As is known one of the popular methods for solving equation (1) is the quadrature method. The quadrature method 

which applies to solution of equation (1) can write as follows (see [2]): 

,))(,,()()(
0





n

j

njjnjnn RxyxxKahxfxy                                             (2) 

where nR  is the remainder term of the quadrature method and ),...,1,0( nja j   are real numbers; these numbers 

called the coefficients of the quadrature method. By discarding the remainder term, we obtain the following method: 

),(,...),3,2,1(),,( 00

0

xfynyxxKahfy
n

j

jjnjnn  


                                   (3)        

which called the quadrature method with the variable boundary.  

Remark that the method (3) for 0na  is implicit, but this method for 0na  is explicit. And in the result of 

using method of (3), by increasing of the values of the quantity n ,  the amount of computing functions ),,( ysxK  

is increases, also. Consequently, at each step the amount of calculation work is increases, which is a major 

disadvantage of quadrature methods. To eliminate this drawback of method (3), some authors have proposed the use 

of methods such as the following k -step method with constant coefficients (see for example [8] - [11]): 

              ,),(
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It is known that if the method (4) is stable then the following is holds: 

  222  kp .                                                                   (5) 

Here the degree of the method (4) quantity p is order of the accuracy and k  is the order of the difference method 

(4). 

For the construction the stable methods with the degree 2 kp , the scholars are use modification of the method 

(4) in with resulted appears the forward-jumping methods etc. Some of these scholars proposed to change the 

method (4) by the following: 
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Here the coefficients ),...,1,0(,, kiiii  are the some real numbers and 0k . 

It is clear that for generalization of the Runge-Kutta and Adams methods one may use the different ways, one of 

which can be written as the follows: 
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Here quantities are the hybrid points. 

Remark that for function of the methods Runge-Kutta and Adams. We rewrite the method (6) as the following: 
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If we continue the above proposed way, then the method (5) can rewrite as: 
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It is not difficult to understand that the method (9) is more accurate, than the known methods.  

 Method (4) generalized so that every following method is more accurate than the previous one. For 

example, in family methods of type (8) there are stable methods that are more accurately than the methods of the 
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type (6) and (7). Therefore research of methods (8) and (9) is more promising than the above methods of research. 

For the objectivity, we note that hybrid methods are more accurate than the known. However, using of the hybrid 

method is a difficult process. Therefore, construction of algorithms for application of hybrid methods is sometimes 

more difficult process than construction of the method itself. In the scientific literature, some authors such method 

called fractional steps.  

 

2. APPLICATION OF THE METHOD OF UNDETERMINED COEFFICIENTS TO THE STUDY 

OF HYBRID METHODS  
For construction of hybrid methods we can use different schemes, in resulting of this, get methods with the different 

properties. It is known that the properties of numerical methods depend on the values of the coefficients in the 

formulas (5) - (9). Previously, the above method applies to solution of the following initial value problem: 

.0)0(),,(  yyxFy                                                                     (10) 

In these studies, we used the method of undetermined coefficients for determination of coefficients in the formulas 

(5) - (9). Therefore, we will try in construction of hybrid methods for solving the equation (1) using the method of 

undetermined coefficients. Note that one of the most popular methods for finding solutions of Volterra integral 

equations is quadrature method. But as shown above, when using the quadrature methods the volume of 

computations increases with the number of quantity of the points used in constructing them. In this regard, here we 

offer apply to solution of equation (1), the following multi-step method 

.),,(
0 0

)(

00

















k

j

ininjn

k

i

j

iin

k

i

iin

k

i

i yxxKhFy                                 (11) 

Note that from the formula (11) we can obtain implicit and explicit methods, as well as forward-jumping methods. 

Here we want by using the above schemes construct hybrid methods for solving of the equation (1). The method 

(11) has a straight connection with the method (5). Indeed, if in the equation (1), the kernel of the integral, the 

function ),,( ysxK  the next: ),(),,( ysFysxK   , then solution of the equation (1) coincides with solution of 

the problem (10). Using a similar connection between integral and differential equations, consider construction of 

hybrid methods. 

Here, to solve equation (1), we use the finite-difference method, which can be written as follows: 
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On the first let us consider any bounders for the coefficients of the method (2). 

A: The coefficients iiii  ,,, ),...,2,1,0( ki   are some real numbers, moreover, 0 k  . 

B: Characteristic polynomials  





k

i

i

i

0

)( ,  ;)(
0





k

i

i

i 





k

i

i

i
i

0

)(  ( ii  ). 

have no common multipliers different from the constant. 

C: 0)1()1(  and 1p .  

In particular, for )...,,2,1,0(0ˆ kii  , from the method of (12) we obtain an ordinary k -step method with the 

constant coefficients. 

 
 

3. ON A WAY TO CONSTRUCTION HYBRID METHOD OF TYPE  

Consider the construction of the methods of type (12) for 0ˆ i
)...,,2,1,0( ki  . To this end, we construct a 

formula for calculating the values of the function )(xy  . Suppose that by some methods the solution of the 

equations is found after taking into account that in equation (1) one identity is obtained. Then, from this identity we 

can write: 
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   
x

x
x dssysxKxfxy

0

))(,,()()(  .                                                (13) 

Finding the values of the quantities kny 
  by means of formulas (13) is reduced to the calculation of the following 

integral: 

           .))(,,(

0

dssysxK
mx

x

m                                                               (14) 

If quadrature formula (3) is applied to an evaluation of integral (14), then we obtain the integral sum of the variable 

boundaries. But for the application of the method (12) to solving equation (1), we give the known values 

11, 


knkn yy   and we want to find the relationship between these values with the values of knkn yy 
, which 

are unknown. 

The computation in the segment  10 , nxx  the integral with the variable boundary has been reduced to calculations 

that in the segment  1, nn xx . Moreover, this reduction was accomplished without increasing the computational 

work by increasing the values of the variable n . Note that this type of scheme is applied to the determination of the 

relationship between the variables 1

ny  and ny  .  

It is known that for a sufficiently smooth function, the following is holds: 
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here ),...,1,0(ˆ kii   are real numbers. 

After carrying out same operations, we obtain: 
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here ))(,,()( xyxxKxa   

Depending on the needs of the user, the coefficients in formulas (14) can be given different meanings. For this 

purpose, equations (13) can be rewritten as follows: 
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Here, )...,,1,0(ˆ kii   are real numbers, but 1R  is the remainder term. By replacing the integrals in formulas 

(17) with an integral sum and discarding the remaining terms, we obtain methods to calculate the values of the 

quantity kny 
 . However, in this case, the coefficients impose the following additional conditions. It is not difficult 

to proof that for the finding of the coefficients of the method (12) may be use the following system of the nonlinear 

algebraic equation: 
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By using the solution of algebraic equations can construct methods having different properties. From the viewpoint 

of the application of numerical methods, the most significant property is the stability and accuracy. The accuracy of 

these methods depends on the number of equations in the system (18). However, when the number of equations in 

the system (18), there is some difficulty in finding the solution of the system (18). The above mentioned difficulty is 

not finding the solution of linear algebraic equations. Note that we constructed methods maximum accuracy only in 
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some particular cases, the following are some of the mood of them: 

)105(,12)''(512)''( 212111    nnnnnn yyhyyhyy                            (19) 

114/)'24'57'10(19)811( 23121211   nnnnnnn yyyyhyyy                    (20) 

.360/)'64'98'18(360)'18'98'64( 221212212111    nnnnnnnn yyyhyyyhyy (21) 

,)515(,9)'5'8'5( 1112    nnnnn yyyhyy                           (22) 

As can be seen from the above stable hybrid methods are more accurate than corresponding methods of Runge-Kutta 

and Adams. 

In a specific example, we show that if we use the Simpson method to solve it, the result obtained by step 2/h  is 

better than the result in the step h . 

To this end, consider the following tasks: 

 1,0,1)0(,cos'  xyxy , 

exact solution is written as: xy sin . 

The result at the step 1,0h  to place in the following: 

Table 1. 

Value of the 

variable x  

Error for the 

Simpson 

method by the 

step 2/h  

Error for the 

Simpson 

method by the 

step h  

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0.34E-08 

0.69E-08 

0.10E-07 

0.13E-07 

0.16E-07 

0.19E-07 

0.22E-07 

0.24E-07 

0.27E-07 

0.29E-07 

0.11E-06 

0.10E-06 

0.21E-06 

0.21E-06 

0.31E-06 

0.30E-06 

0.39E-06 

0.38E-06 

0.46E-06 

0.44E-06 

 

As seen from Table 1, the results obtained by the following method of Simpson  

6)''4'( 2111 nnnnn yyyhyy    

are accurate. 

Now consider the application of the next hybrid method of type (7): 

)6/32/1;6/32/1())),(,()((,2/)( 0111 10
  llxyxfxyffhyy lnlnnn .(24) 

To solving following examples: 

1. ].1,0[,0)0(,cos  xyxy  Exact solution: xxy sin)(  . 

2. .1],1,0[,1)0(,  xyyy  Exact solution: )exp()( xxy  . 

For the calculating of the values 1ny  and lny 1  may be used the methods:  

,nnln lhfyy   

,...).2,1,0),,((
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

 

myxff

fflhyy

mmm

lnnnln
 

Repeat these schemes for .1: ll   

The results of calculations accommodated in Table 2 and Table 3. 

 

Table 2 
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Step size Variable 

x  

Error for the 

example 1 

Error for the 

example 2 

( 1 ) 

10.0h  0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0.11E-06 

0.10E-06  

0.21E-06 

0.21E-06 

0.31E-06 

0.30E-06 

0.39E-06 

0.38E-06 

0.46E-06 

0.61E-05 

0.78E-05  

0.15E-04 

0.19E-04 

0.28E-04 

0.34E-04 

0.46E-04 

0.56E-04 

0.71E-04 

 

Table 3 

Step size Variable 
x  

Error for 

the example 

1 

Error for 

the example 

2 ( 1 ) 

05.0h  0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0.34E-08 

0.69E-08 

0.10E-07 

0.13E-07 

0.16E-07 

0.19E-07 

0.22E-07 

0.24E-07 

0.27E-07 

0.29E-07 

0.36E-06 

0.81E-06  

0.13E-05 

0.19E-05 

0.27E-05 

0.36E-05 

0.47E-05 

0.59E-05 

0.74E-05 

0.91E-05 

 

4. CONSTRUCTION AND APPLICATION THE METHODS WITH THE HIGHER ORDER OF 

ACCURACY TO SOLVING NONLINEAR VOLTERRA INTEGRAL EQUATION 

As noted above, one of the main issues in modern computational mathematics is the construction of more accurate 

methods with extended stability of the region, and as an example of such methods is proposed a method (6). Here, 

continued this idea, are construct a hybrid method with the second derivative, which can be represented in the form 

(9), where the coefficients ),0(ˆ,,ˆ,, kiiiiii  are some real numbers, and besides 0k is hold. We 

assume that the coefficients of the method (9) satisfy the following conditions: 

A. The coefficients )...,,2,1,0(ˆ,,ˆ,, kiiiiii  are real numbers and 0k . 

B. The sets of the roots of the characteristic polynomials 
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Have not common factor different from the constant. 

C. The following holds:  

0)1(,0)1(ˆ)1()1(    and 2p . 

Note that the accuracy of the method (9) is determined by similar to the concept of the degree of the method (9), 

which can be formulated in the following form: 

Definition 1. The quantity p  is called the degree of the method (9), if holds the following: 
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However, if 0)1(  , then the degree of method (9) is determined by using similar asymptotic relations to (25), 

where 1p  and 0)1(  . 

Here, also we use the method of undetermined coefficients for the determination of the coefficients of the method 

(9). We must take into account that the basic properties of numerical methods are determined by the values of their 

coefficients, and thus, we consider the determination of the values of the coefficients of method (9). For this 

purpose, in method (9) the approximate values of the function )(xy  will be replaced by the exact values. Then, we 

have:  
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where nR  is the remainder term of method (9). If we suppose that method (9) has the degree p , then from equation 

(26) we have )( 1 p

n hOR . 

To find the values of the quantities 
iiiiiii l,,ˆ,,ˆ,,   )...,,2,1,0( ki  , we use the method of 

undetermined coefficients, i.e., in equation (26) we use Taylor expansions of the functions )(),( xyxy   and )(xy  .  

Consider the following expansions of these functions: 
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              (27) 

where the quantities j  and )...,,2,1,0( kimi   receive the following values: iimj  ;2,1  or 

)...,,2,1,0( kilm ii  . 

Assume that method (9) has the degree p  and consider determining the values of its coefficients. By using 

expansions (27) in the (25), we must assume that the method (9) has the degree p . In this case its coefficients 

satisfy the following conditions: 


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ii iii                                             (28)      
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 
 

The resulting correlation is a homogeneous system of nonlinear algebraic equations. Obviously, system (28) always 

has a zero (trivial) solution that is not useful for the construction of the methods addressed in this paper. Therefore, 
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to investigate the nonzero (nontrivial) solutions of nonlinear system (28), in which we observe that the number of 

equations is equal to 1p , but the number of unknowns is equal to 77 k . It can be assumed that systems (28) 

will have a nontrivial solution for the values 

57  kp . 

Thus, we see that by using solution of the system (28), we can construct methods of type (9) with the degree  

57  kp .                                                                            (29) 

It is not consequently that there exist the methods of type (9) with the degree 57  kp . However, methods, 

constructed by us obey the rule (25). 

Consider the following one-step method: 

360/)649818(360/)189864( 2/2/12/

2

111 02 lnnlnn
n

nnn yyyhyyyhyy 



   (30) 

here 14/2112 l , 11 l , 14/2110 l . 

This method is stable and has a degree 8p . Note that this method is not obtained from the formula (9), because 

at 1k in the construction the method of the type (9) is used only 2 mesh points. But in the method (30) participate 

three mesh points. Therefore, the method (30), in particular is not contained in the class of the method (9).For 

simplicity, we consider a special case and set 1k . Then, by using of the method of type (9) we obtain: 
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           (31) 

In applications of method (31) to solve certain problems, it is necessary to determine the values of the quantities 

iny  and )1,0(  iy
iln . Some authors prefer to construct methods of type (9) for which the following condition 

holds: )1,0(  ilii . By using the conditions )1,0(  ilii one can be obtained from system (28), we 

obtain the following: 

,1ˆˆ
0101    

;
2

1ˆˆˆˆ
001110101   ll  

;
3

1ˆˆ)ˆˆ(2 0

2

01

2

1100111   llll  

;
4

1ˆˆ)ˆˆ(3 0

3

01

3

110

2

01

2

11   llll  

;
5

1ˆˆ)ˆˆ(4 0

4

01

4

110

3

01

3

11   llll
 

;
6

1ˆˆ)ˆˆ(5 0

5

01

5

110

4

01

4

11   llll  

;
7

1ˆˆ)ˆˆ(6 0

6

01

6

110

5

01

5

11   llll                                                (32) 

;
8

1ˆˆ)ˆˆ(7 0

7

01

7

110

6

01

6

11   llll  

;
9

1ˆˆ)ˆˆ(8 0

8

01

8

110

7

01

7

11   llll  

.
10

1ˆˆ)ˆˆ(9 0

9

01

9

110

8

01

8

11   llll  



Vol-1 Issue-5 2015  IJARIIE-ISSN(O)-2395-4396 
 

1456 www.ijariie.com 499 

 By solving the resulting system, one can construct different methods with the degree 10p . For example let us 

consider to the following methods: 

8272642986558517,00   

456670000031226.01̂   

8039880299017683.0ˆ
0   

9033067013441477.0ˆ
0                                                               (33) 

581928247730474,01 l  

1023086020752452,00 l  

 

1665514277717272,00   

72624370439372763,0ˆ
0   

 19143820610543976.00                                                              (34) 

8334495722282727,0ˆ
0   

7831796449489742,01 l  

4973948438640691,00 l  

 

42841030581973630,01   

9883111919017245,00   

25450370114988044.00   

7980163222291309.0ˆ
1                                                                (35) 

7849074276717813,0ˆ
0   

9010027972984557,01 l  

5047624054301722,00 l  

 

71786370359591269,01   

1663861399856910,00   

45835210508597969.0ˆ
1   

5059390001791537.0ˆ
0   

91032960002705193.01                                                              (36) 

1516890065536104.00   

9424994937560659.0ˆ
1   

17325033302991160.0ˆ
0   

5937827112214657,01 l  

91579632992450438,00 l  

 

32421041225746666,01   
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79290641569284773,00   

6972750044005543.0ˆ
1   

57723750000072036.0ˆ
0   

97085660043736622.01                                                              (37) 

75627860075140621.00   

978613408879308.0ˆ
1   

89215573796089250.0ˆ
0   

4049687294647883,01 l  

77469733425286935,00 l  

 

Consider the application of the method (36) and (37) to solving of the following equation:  

1.   

x

sx ds
s

e
x

xy
0

22

)
2

1(
2

1)( ,                                                        (38) 

Exact solution for which it the following: 

1
6

)(
3

 x
x

xy ; 

where the user decides to move 1,0h . The results can be found in Table 1. 

 

Number of example x  Method (36) Method  (37) 

1,0h  010 

0.40 

0.70 

1.00 

0 

0.2E-15 

0.4E-15 

0.13E-14 

0.11E-09 

0.53E-09 

0.11E-08 

0.18E-08 

 

In the solving integral equation of (38) have used the algorithm from the [31]. 

 

5. CONCLUSIONS 

Considering that the solution of ordinary differential equations is fundamentally investigated. Using the examples 

above, we have shown some of the advantages of hybrid methods. As is known the order of accuracy of the method 

of Simpson coincides with the above given order of accuracy of the hybrid method, but the comparison of the results 

set forth in these tables routinely comes that the stability region for the hybrid method is more extended. Several 

authors by using the  advantages of hybrid methods applied them to the solving of some problems in mechanics and 

called them the fractional steps size methods.  

 It is not difficult to understand that the use of hybrid methods to the solving of the equation (1) gives better 

results than the corresponding known methods (see e.g. [8]-[10]). 

  Consequently, the use of hybrid methods in the scientific literature for 60 years shows that these methods 

are more promising. From the foregoing, it follows that in the theory of hybrid methods, there are many unsolved 

problems. 
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