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ABSTRACT 

 

Abstract—Human Pose Estimation is a fast developing field and lately gone  forward with the advanced finding of 

the Kinect system. For  3D pose estimation, this system performs good but the 2D pose estimation has not solved 

yet. In Computer Vision, articulated body pose estimation, systems detect the pose of a human body, that consists of 

joints and flexible parts using. Human body pose estimation models are complex therefore it is one of longest-

lasting problems in computer vision.There is a need to develop accurate articulated body pose estimation systems to 

detect the pose of bodies like hands, legs,head etc. Pose estimation has many applications that can benefit such as 

robotics, human computer interaction, video surveillance, multimedia, augmented reality, video retrieval and 

biometrics or intelligent surveillance. Images and videos can have many challenges like background clutters, 

varying lighting conditions, unconstrained clothing of the person, occlusion etc. A comparative study included in 

this paper mainly focusing on different 2D human pose estimation methods like pictorial structure, silhouette 

method, skeletonization, model for shape context matching, segmentation, features extraction and recognition tools, 

research advantages and drawbacks are provided as well. 

 

Keyword Articulated pose recognition, model representation, feature extraction, pose estimation 

 
I.  INTRODUCTION 

Human pose estimation is the method to determine the pose of the person in an image or image sequences. 

It is one of the important challenging problems in computer vision that has been researched for many years. The 

process of human pose estimation is that the parameters of human pose models are determined. Articulated body 

pose estimation is the process to recover the pose from the complex human body which has articulated 

configurations. Estimating articulated human poses from images and sequences of images have many difficulties 

associate with it. Many recent methods are based on the model-based approaches which are resulting on the 

structural and appearance knowledge of human body that are in various poses. Human body have many joints, 

therefore, most of the models are represented in terms of a tree of interconnected parts with the vertices that 

representing parts, the edges that denoting joints and root that denoting torso. 

 
Estimating articulated human pose in still images are challenging because of the factors like image noises, 

occlusions, background clutter, lighting, loss of depth information, clothing of the person, illuminations etc. In some 

cases, due to the uncontrolled imaging conditions it is impossible to estimate the articulated human body 

successfully. Therefore, pre-processing stages such as segmentation, background subtraction, morphological noise 

removal etc are very important in human pose estimation. These are to obtain a good structural and appearance 

information of the human body of different poses. From a good structural model of the body pose, features can 

extract easily, therefore, it is possible to estimate a successful human pose. There are many advantages and 

disadvantages in these methods while estimating articulated human body parts. Methods are described here to 

recognize articulated human body parts by using different types of algorithms. 
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II. COMPARATIVE STUDY 

 
2.1  2D Articulated Human Pose Estimation and    Retrieval in (Almost) Unconstrained Still Images 
 

    In this paper, a technique is proposed to automatically detect and estimate the upper body parts like head, torso 

and arms of 2D pose of human in uncontrolled still images. The method tried in images and videos under 

unconstrained conditions without any knowledge of background, lighting, clothing, location of the person in the 

image etc. Using an upper body detector, the person in the images and videos are localized in a simplified way using 

weak constraints on location from the detection. An application called pose search is generated after the successful 

estimation of human pose. For detecting and estimating the human pose from images and videos, the pre-processing 

stages such as upper-body detection and foreground highlighting has to be done. Upper body detection finds the 

position of people in the image and foreground highlighting removes background clutters. Moreover, if we have an 

assumption about the scale and approximate position of the head and torso, good appearance models can be 

generated for successful pictorial structures.   

 

First, using a sliding window detector followed by non maximum suppression, the upper body parts in the 

images are detected based on the part based model. Detection gives the scale and approximate position of people in 

the image. Each window that is examined is subdivided into small tiles described by Histogram of Oriented 

Gradients and classified using a linear SVM. Next is foreground highlighting which removes the clutters from 

background by initializing the Grab-Cut segmentation. This method initialized by utilizing the prior knowledge 

about the structure of human body and by learning foreground or background color models from the regions where 

the person is available or unavailable. This reduces the search space by limiting the locations to foreground area. 

Pictorial structure is a probabilistic mechanism for estimating successful appearance model from images. Body parts 

are represented by a conditional random field. Pictorial structure model is constructed by taking the rectangular 

image patches and their (x,y) position, orientation θ, scale s. To get person specific appearance models from still 

images with unknown appearance, a well known method called image parsing is used. Initially generic features like 

edges are used and then the process is repeated. The output of foreground highlighting is the area to be parsed. In 

image parsing, body parts are oriented patches of fixed size, with position parameterized by location (x, y) and 

orientation θ. They are in a tree structure with edges that carries kinematic constraints. In an iterative image parsing 

approach, first, only the image edges are considers with part templates. Soft-segmentation is obtained from marginal 

distribution that is rolled together with a rectangle that represents the body parts. From soft-segmentation, the 

appearance models that are represented by color histograms are derived.  

The main drawbacks of this articulated human pose estimation approach is that it can only work on specified 

datasets. It is specific to upper-bodies and needs improvement because currently this work cannot handle occlusions 

and impossible to recover from a wrong initial scale estimation. 

 

2.2   Attributed Relational Graph Based Feature Extraction of Body Poses in Indian Classical Dance 

Bharathanatyam  

Articulated body pose estimation is an important problem in computer vision because of convolution of the 

models. It is useful in real time applications such as surveillance camera, computer games, human computer 

interaction etc. Feature extraction is the main part in pose estimation which helps for a successful classification. In 

this paper, we propose a system for extracting the features from the relational graph of articulated upper body poses 

of basic Bharatanatyam steps, each performed by different persons of different experiences and size. Our method 

has the ability to extract features from an attributed relational graph from challenging images with background 

clutters, clothing diversity, illumination etc. The system starts with skeletonization process which determines the 

human pose and increases the smoothness using B-Spline approach. Attributed relational graph is generated and the 

geometrical features are extracted for the correct discrimination between shapes that can be useful for classification 

and annotation of dance poses. We evaluate our approach experimentally on 2D images of basic Bharatanatyam 

poses. 

In this work a method is proposed to increase the quality of skeleton of human object in 2-D images of Indian 

classical dance- Bharathanatyam. A morphological skeleton of a binary image is created to enhance the skeleton 

quality in order to find more efficient features for classification. This allows finding a graph model with more 

attributes. In this method the skeleton characteristic points is represented as an attributed relational graph to model 

the skeleton. The future research will include finding a more accurate graph model, allowing the determination of 

more efficient attributes for the nodes and the edges.  
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2.3 Recognizing Human-Object Interactions in Still Images by Modeling the Mutual Context of Objects and 

Human Poses 
 

In this paper, proposed a human object interaction method where a mutual context model between objects 

and human poses are described in which the object recognition can benefit from estimating the poses. The model 

representation of human pose estimation is taken here. Articulated human body part is a big challenge for human 

pose estimation where the human body parts can be self-occluded. A conditional random field model that values the 

spatial and co-occurrence contexts between human poses and objects are developed. In this approach, the atomic 

poses are the dictionary of human poses that are used for modeling human object interactions. If we know the 

atomic pose that corresponds to the particular image, human pose estimation can be much easier. Atomic poses can 

be obtained by grouping the human body part configurations. First, annotation of body parts in an image is defined. 

The number of body parts and vector of each part are indicating the position and orientation. To know whether the 

torso in all images have same position and size, align the annotations in a specific manner and then normalize the 

variations of position and orientation. Then a hierarchical clustering method with maximum linkage measure is used 

to get a set of clusters which represents an atomic pose. This is a weekly supervised approach for clustering human 

poses. 

 

The deformable part model is used to train a detector for each object and human body parts. Based on the 

histogram of gradient feature a mixture of discriminatively trained latent SVM classifiers are used. Spatial pyramid 

matching method is used to train the activity classifier. Then extract salient invariant features and apply the 

histogram intersection kernel on a image pyramid which has three layers. The model parameters are estimated by 

assigning each pose to its similar atomic pose. This is a standard conditional random field model that has no hidden 

variables so the human part detector and object detector are applied to the given annotations of human body parts 

and object bounding boxes. At last, a maximum likelihood approach with zero mean Gaussian is used to estimate the 

model parameters. The main disadvantage of this work is that the method is impossible to apply in the situations like 

absence of a context between object and human interactions. Another limitation is that this work has to annotate the 

human body parts and objects in each training images. 

 

2.4 Silhouette Analysis-Based Action Recognition via Exploiting Human Poses 
 

In this paper, proposed a new idea of human action recognition from silhouettes by combining both global and local 

features advantages. Mutual connections between the sequential human poses in an action are taken for the action 

recognition from silhouettes. To encode the local features of actions temporally, set of correlated poses called 

correlogram of human poses which is a modified set of words model is introduced. First, to each frame of the 

silhouette sequence, the smallest rectangle called bounding box is applied and then it is normalized to a fixed size. 

Therefore, the original dimension of each frame is reduced and the translation and global scale variations are 

removed in pre-processing stage. Using morphological transformations like dilation and erosion, the noise during 

the normalization process can be reduced.  

 

These normalized silhouettes are used as the features for the set of pose models. Treat the silhouette as feature in 

each frame of the video by extending the set of features model. The 2D silhouette mask is converted to 1D mask 

from each feature vector by scanning it from top to bottom. So, each frame is represented as the binary element 

vector and the length comprise the multiplication both row and column. The possibility of dimensionality increment 

can be reduced by using unsupervised principal component analysis (PCA). Then using k-means clustering method 

the feature vectors are clustered to obtain a visual vocabulary. In each clusters, the centre represented as the 

codeword. Therefore, the temporal structural features are explicitly encoded by using correlogram. Soft assignment 

strategy is also called kernel codebook is adopted to reduce the computational complexity, dimensionality of the 

model and quantization error. During the quantization process after k-means clustering, it preserves the visual word 

ambiguity that was ignored. The extension of the motion history image descriptor which is called the motion 

template is developed to get the holistic structural information that can be loss. Classification can be performed by 

using the Gaussian kernel SVM classifier. The limitation of this work is that this method is not efficient in still 

images because silhouettes are inherently ambiguous. 

 

2.5 Estimating Human Body Configurations using Shape Context Matching 
 

In this paper, a method is proposed to estimate the human body configurations by locating the joint points and poses 

in 3D space. A single 2D image which contains a person is used as the input image in this work. In different 

configurations of human body and viewpoints of camera, number of exemplar 2D views is stored in this approach. 
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Positions of joint points are marked or annotate manually on each of these stored views. The shape can be 

represented by a cluster of samples points from the edges of the person in the image. The edges are getting by using 

edge detector. Then shape matching context method is used to check the best match of shapes with each of the 

stored views. The body joint positions are then changed to the test shape from the exemplar view. At last, the 3D 

body configuration and pose based on a single uncalibrated 2D image from the joint locations are estimated.  

 

In this work, shape representation is by a set of points from both the internal and external contours of the person in 

the 2D image. Therefore, first obtain a set of sample points on the edge of the person by performing canny edge 

detection method. Next, a set of exemplars extracted, and for each point in the given shape finds the best matching 

point on the other shape. The shape matching context algorithm is using for this performance. Next is to estimate the 

2D image locations of the keypoints like hands, elbow, shoulders, hip, head, waist etc on the body with the 

correspondences between sample points and the exemplar. To estimate 3D configurations of the body these 

keypoints can then be used. The main disadvantage is that only a single 2D image is used in this method for testing. 

 

 

2.6 Recognition of shapes by morphological attributed relational graphs 
 

In this paper, proposed an efficient method for shape matching and estimate articulated poses of any objects. The 

main aim of this work is that the strength of the skeleton of objects in 2D images is shown in pattern recognition and 

computer vision. The object features are extracted for shape matching process and classification, therefore a good 

model of human figure needed to be obtained. A method of skeletonization process which helps to obtain the best 

representation of human is proposed in this work. Binary images are used as the input and pre-processing includes 

the morphological operations to remove the noises present in the images. The morphological thinning algorithm is 

used next to make the object in a single pixel thickness. But there will be unwanted branches called spurs present in 

the thinned representation after thinning process. The edges, vertices and joint points present in the skeletal 

representation are obtained by using structuring elements. To remove these spurs from the skeleton, pruning 

algorithm is used by fixing a threshold value and removes the spurs from the end point. A piecewise cubic B-spline 

method is used in the pruned skeleton to improve the smoothness of the skeleton and reduce the unwanted amount of 

data and to get an approximated morphological skeleton. 

A skeletal representation which has edges, vertices and joints can be taken as a graph. From the smoothened 

skeleton, an attributed relational graph can be generated to use it as a structural model by using adjacency matrix to 

extract features for shape matching. The features that can be extracted are orientation, strength, length of each 

branch and the feature vectors of each pixel position. These extracted features are taken for the attributed relational 

graph matching which is also called graduated assignment. This technique is an optimization method which is for 

finding a good suboptimal solution and can use as a matrix to denote correspondence between objects. This gives a 

good result for obtaining the structural model for the articulated human pose estimation and varies from other 

methods with its simplicity and less computational complexity. Compared to other approaches, this method is 

simple, less complex computations and works in any type of images. 

 

 

 

CONCLUSION 
 

In this survey we have found that there are various techniques for articulated human pose estimation. But algorithm 

will depend upon the dataset and the environment that are captured. It was found that most of the algorithms 

described in this paper works in images but there are some limitations in case of its efficiency to reduce memory 

storage space and noises. In some case, conditional random field framework is used but in some cases, the 

silhouette, skeletonization and shape context model approaches are used for the estimation. 

Depending upon the survey, in this paper, the morphological skeletonization process which is a powerful tool for 

representing human pose are determined as the best method for estimating the articulated human body. Using of B-

spline gives a smoothened approximated skeleton and helps to generate an articulated relation graph to extract the 

features for graph matching and estimating the poses efficiently. 
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