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ABSTRACT 

 
Finding the optimal join ordering for a database query is a complex combinatorial optimization problem which has 

been approached by a wide variety of strategies and algorithms, ranging from simple deterministic search to 

complex hybrid algorithms based on genetic search and incorporating domain -specific heuristics. In this report we 

review a set of join ordering algorithms and classify them according to the nature of the search strategy they 

implement. We also briefly discuss the relative advantages and applicability of different algorithms. In this report, a 

meta-heuristic method based on the Harmony Search Algorithm will be adapted to resolve the join -ordering 

problem. 
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1. INTRODUCTION 

Query Optimization is one of the most important and expensive stages in executing database queries. If these queries 

involve join operator between several tables, join ordering process will have a considerable effect on lowering costs 

of execution.  This operator relates two tables through their common attributes. It is the responsibility of optimizer 

to find an execution plan with minimum costs or almost close on that. In queries with maximum 5 or 6 relations, the 

best order is easily reachable using evaluation and search in the whole possible space, and this can be accomplished 

in shorter than a second. But, in the case of more than 8 relations, it is not possible to find the best plan easily [4]. 

 

In traditional relational database, the number of relations in join queries is usually less than 10. In these cases, such 

methods as dynamic programming have been used in order to cope with this difficulty. Howeve r, in such systems as 

decision backup systems, data mining and OLAP, sometimes, there are more than 100 tables in join operator [4].  

 

A central issue in relational query optimization is the selection of an effective join ordering, i.e., an order for 

evaluating efficiently the join predicates of a given query. For example, when joining 3 tables A, B, C of size 10 

rows, 10,000 rows, and 1,000,000 rows, respectively, a query plan that joins B and C first can take several orders -of-

magnitude more time to execute than one that joins A and C first [5]. 

 

The number of execution plans, among which only the most appropriate one would be adopted, increases as The size 

of data gets bigger and the number of relations participating in join operator arises, but traditiona l methods do not 

give proper answer for this problem [4].This problem is generally considered as NP-Hard problem [4].  

 

The Join Ordering Problem (JOP) has been approached by several classes of algorithms.  It is a generalization of the 

classical combinatorial   Traveling Salesman Problem (TSP). The problem of finding the shortest Hamiltonian cycle 

in a complete graph. The TSP is among the best-studied comma trial optimization   problems and dozens of 

algorithms have been proposed for it.  Most of these algorithms are directly applicable to the JOP (which is 
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considerable newer).  In this review however, we consider only algorithms already applied to the JOP. An extensive 

survey of general global optimization algorithms is not in the scope of this work. 

 

2.  JOIN ORDERING PROBLEM 
 

2.1 Description of Join Ordering Problem 

 
When query command entered by user, at first, Parser analyses the commands syntactically, and transforms it into a 

standard form for next time if no error has been recognized. Next, optimizer receives the standard form   and finds 

an   execution   plan,   and transmits it to query execution engine. Finally, when execution of codes completed, the 

query results will be returned. “Fig-1” demonstrates these stages [4]. 

 

In optimization problem, input is a query graph (join graph) including all participant relat ions (tables) in join. These 

relations are considered as graph nodes. Search space or solution space is a set of plans providing same results for 

the problem. A solution is described by processing tree showing examination of join statements. Processing tre e is a 

binary tree which its leaves and internal nodes are basic tables and join operator, respectively. Edges determine 

current of data movement from vertices to root [4]. 

 

Although finding an optimum execution plan for query is theoretically possible, in  most cases, optimizers provide 

one effective and acceptable execution plan [4]. 

 

In  addition  to  the  join  ordering,  type  of  join operation  is  another  parameter  having  considerable effect on 

costs of final execution. Join can be of Nested Loop Join, Merge Join, or Hash Join type.  In the present study, 

Nested Loop Join is the only type to be assessed. 

 

The goal of optimization is to find a point with the minimum cost in search space. Cost can be measured as tuples 

which should be read from disc and/or written on disc.  In this study, it is assumed that execution environment is not 

distributed and that the content of database is much bigger than the capacity of main memory [4].  

 

Five relations, known as R1, R2, R3, R4, and R5 have been taken into account, which participate in a query 

command Q in join operator. Processing tree can be left-deep, right-deep or bushy type.  In left-deep trees, right part 

of each node is consistently a basic relation. Generally, with n relations, it may create ( (   )

   
)(   )  processing 

tree and n! Left-deep tree.  “Fig-2” shows three kinds of join tree [4]. 

 
2.2 Cost Function 

 

To estimate the cost of join process between several relations, a simple model is used: the sum of the tuples number 

about intermediate results decides the cost of QEP. The required parameters are: 

 

N(R): Number of Tuples in Table R. 

D (A, R): Numbers of Distinct Values of Attribute A in Table R. 

 

It is assumed that the values of fields in the tables are distributed evenly. Considering two relations R1 and R2 and 

their common attributes X, the number of tuples resulting from their join process is  

     

 

n(T) = 
 (  )  (  )

    ( (    )  (    ) )
  (2.1) 
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Fig-2: Three Kinds of Join Tree [4] 

 

Fig-1: Process of query execution [4]. 

 

3. HARMONY SEARCH ALGORITHM 

 
The harmony search algorithm (HS) is a meta-heuristic approach inspired by natural processes of musical 

performances. It was developed by Geem and al. [8] in 2001, and has been studied by many researchers as Lee and 

al. [9]. 

 

The  algorithm consists  of  finding  a  perfect state of harmony in a musical orchestra in which each  musician  plays  

a  note,  to  find  a  better harmony. In a similar manner, each musician plays a note in the broadest possible to form 

a band with other musicians. If all the notes played by all the musicians are seen as harmonious, then it is stored in 

the memory of each of the musicians in order to get the same optimal result for the next time. 

 

The HS algorithm consists of five main steps. The following algorithm (Algorithm.1) represents the optimization of 

the search algorithm band procedure. 

 

Step 1.Initialize the algorithm parameters. Step 4.Update the Harmony Memory. 

Step 2.Initialize the harmony memory. Step 5.Check the stopping criterion. 

Step 3.Improvise a new harmony.  

These steps are described in the next five subsections. 

3.1 Initialization of the Parameters  
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In   this   step,    we   initialize   the   algorithm parameters: the number of solutions generated (HMS), the rate of 

memory considered (HMCR), the adjustment rate (PAR) and the other stopping criteria like the maximal number of 

iterations. 

 

3.2 Initialization of the Harmony Memory 

 

The initiation of the band memory HM is to generate the HMS solutions in a random way; each  x solution is 

consisting of N elements. For each solution the objective function f is calculated, the equation (3.1) presents the 

general structure of the HM. 

 

HM=[

  
    

   (  )
           

  
      

     (    )

] (3.1) 

3.3 Improvising a New Harmony 

Generate a new vector    . For each component   
  with probability hmcr (harmony memory considering rate; 0 

≤ hmcr ≤ 1), pick the stored value from HM:   
    

   ( (   )    )  
 with probability 1-hmcr, pick a random value 

within the allowed range. 

 

Perform additional work if the value in Step 2 came from HM. With probability  par (pitch adjusting rate; 0 ≤ par ≤ 

1), change   
  by a small amount:   

    
    or   

    
     for discrete variable; or   

    
      (    ) for 

continuous variable with probability 1-par, do nothing. If    is better than the worst vector        in HM, 

replace         with     
 

3.4 Update the Harmony Memory 

 

The new generated harmony replaces the worst one stored in the memory band (HM), only if its physical condition 

(measured in terms of the objective   function)   is   better   than   the   worst harmony . 

 

3.5 Checking the Stopping Criterion: 

 

The execution of the algorithm terminates when the maximum number of repetitions is reached or when the 

algorithm finds the right harmony. 

 

4. ADAPTATION OF THE HARMONY SEARCH ALGORITHM TO THE JOIN ORDERING 
PROBLEM 
 

The search algorithm is based on the following parameters:  

 

HM: The harmony memory that contains the entire solution. 

HMCR: Probability to choose a node in the memory. 

PAR: Probability of adjustment to choose a neighboring node. 

 
The first phase of adaptation shown in Algorithm.2 is to initialize the HMCR, PAR, and HMS settings.  

 

The second phase consists of initializing the HM harmony memory of the HM solutions in a random way so that 

each solution represents a Hamiltonian cycle of relations. 

 

The third phase consists of starting to look for a solution that depends on values of parameters until the stop 

condition is satisfied. 

 



Vol-2 Issue-3 2016  IJARIIE-ISSN(O)-2395-4396 
 

2455 www.ijariie.com 2411 

 

Fig-3: Working of Harmony Search Algorithm. 

In this adaptation, the algorithm stops looking for new solutions when the number of iterations of searches exceeds 

the maximal number, or when the algorithm manages to find the optimum of the problem’s instance . 

 

The next step is to generate a new cycle. For each index from 1 to n (number of relations) of the new solution 

randomly selects a number between 0 and 1 (PHMCR). If the number is strictly less than HMCR, then memory is 

considered, otherwise the algorithm choses a relation in a random way. If the memory is considered then the 

algorithm selects a relation from the memory. Once the relation is obtained, we generate another random number 

between 0 and 1 (PPAR), if the latter is less than the value of the adjustment ’s parameter PAR, then the algorithm 

places the relation obtained by one of his neighbors. Once the relation is recovered, the algorithm inserts it into the 

current index of the new solution. Before each insertion into the new solution, the algorithm checks for the selected 

relation, to avoid closing the cycle. 

 

After having generated the new solution, the algorithm applies the descent local search method on this solution to 

obtain a solution for the problem S, if the S solution is better than the wrong solution of the HM memory, then it 

releases the wrong solution of the memory and integrates the new one. Once the memory updates itself, the 

algorithm determines the position of the poor solution of the memory, increases the number of iterations, then 

restarts the process. 

 

The approach of this article is applied to solve the JOP problem using the local search method as the descent 

method. 

 

Algorithm: Adaptation of Harmony Search Algorithm for Join Ordering Problem 
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Initialization of the parameters: HMS, HMCR and PAR. 

Initialization of the HM memory by HMS solutions. 

While ((iteration <maximum number of iterations) and (the algorithm has not reached the best problem)) do 

For each i relations do  

If (PHMCR <HMCR) then 

Choose a relation from the HM column i. 

If (PPAR<PAR) then 

Replace the selected relation with one of its neighb or s. 

end If 

else 

Select a relation randomly. 

end If 

Place the chosen relation in the current position of the new graph. 

end for 

Improve the new solution by the local search method. 

Update HM memory. 

end while 

Return the best solution of the HM. 

End 

 

 

5. EXPERIMENTAL RESULTS AND DEBATE 
 

The adaptation of the proposed algorithm is coded into a program language C+ + on visual studio 2013, the results 

are executed on a computer Intel (R) Core (TM) i3 CPU T6570@2.10GHZ 2.10GHz and 6.00 GB of RAM. 

Instances used belong to JOPLib library. The cost of join between the relations are registered in a matrix, the initial 

solution are randomly generated for each cycle, and the time of creation of the cost matrix are not included in the 

execution time of the algorithm. In the algorithm, there are three key parameters that influence the performance 

results: the size of the memory band (HMS), the rate of the memory consideration (HMCR) and the rate of the pitch 

adjustment (PAR). The values of the HMS and HMCR parameters used are 40 and 0.95 [9]. For the v alue of the rate 

adjustment we applied a combination of values in the interval [1, 40] with steps of 1. 

Table-1: Values of Adaptation Parameters  

Parameter Value 

HMS 40 

HMCR 0.95 

PAR 0.55 
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Chart-1: Average execution time for Harmony Search Algorithm for JOP. 

 

Chart-2: Comparative Analysis of Harmony Search and Genetic Algorithm for JOP.  

4. CONCLUSION 

Multi join query optimization useful and motivating research problem in the field of database .The propose method 

can be used to find Reasonable solution more efficiency than other algorithm, which fastest convergence rate among 

all known solution for JOP. The success of any database management system (DBMS) depends on how the query 

model is exploited. MJQO is very important in database research field. A good optimization algorithm not only 

improves the efficiency of queries but also reduces query execution time. 

 

It reduces the response time of query processing .Harmony Search Algorithm towards the optimization of DBMS 

queries is still a novice field. There are still many opportunities to generate optimized solutions and to refine search 

strategies using of Harmony Search Algorithm for the Queries in RDBMS especially when the size and co mplexity of 

the relations increase with a number of parameters influencing the query . 
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The success of any database management system (DBMS) depends on how the query model is exploited. MJQO is 

very important in database research field. A good optimization algorithm not only improves the efficiency of queries 

but also reduces query execution time. 
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