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Abstract 

Natural language processing has an important type called opinion mining that can be used to 

track the opinion of the public about a particular thing. Opinion mining is widely applicable to 

context of customer voice such as online surveys, reviews of products and social media. This 

paper focuses on the different methods and their characteristics for the classification of a given 

piece of natural language textual data based on the opinions described in it.  
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 1. INTRODUCTION 

What others think has always been an important piece of information. For example, “Which smartphone 

should I buy?”, “Which college should I apply to?”, “Whom should I vote for?”, “Which Professor to work for?”. 

These examples indicate towards a natural technique of human being to take opinions of others while taking 

important decisions. Before introduction of WWW, we were taking these opinions manually by asking friends, 

relatives, experts and consumer reports. 

Web 2.0 has become advanced so much that many individuals use it to express their opinion and feedback 

as comments , reviews or question answers on forums, blogs and social websites. This increases the amount of user 

generated content on the internet. For both user and an organization, this user generated content can be very useful. 

For example, buyers on online shopping website can check experiences and reviews written by other buyers on that 

website before purchasing any product. For the online shopping website, these reviews and feedbacks available on 

the website could be used to make the decisions or make focus groups, surveys in market research. Since very large 

number of opinions is published on the web, it is difficult for users to analyze all web opinions. To get valuable 

information from these reviews which are in the form of plain text written in any natural language, we need the help 

from other domains such as Data Mining and Natural Language Processing (NLP). To summarize and analyze the 

opinions expressed on websites manually is a difficult task. For that, we require automated sentiment analysis 

systems [1]. 

World Wide Web is becoming very popular day by day. So, the task of taking decisions can make use of 

WWW and analyze the opinions of users. These opinions are helpful for the stakeholders and other public in the 

decision making. Opinion mining is a technique for retrieving the information through Web blogs, search engines, 

and social networking sites. Since there is huge number of reviews and opinions in the form of unstructured text, it 

is not possible to manually summarize this information. So, computational methods that can be efficient are needed 

for extracting and summarizing the reviews from the web documents [2]. 
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2. OMCHAR: Opinion-mining Methods and their CHARacteristics 

Huge amount of research has been done on Opinion mining since an evolution in the field of NLP. Research in 

the opinion mining has been reviewed by K. Khan et al. [2]. Also, Tsytsarau et al. [3] classifies opinion mining 

methods in four different approaches: Machine Learning, Dictionary, Statistical, and Semantic.  

The Machine Learning approach [3] had the characteristic that it included training dataset (annotated or not) 

with sentiment labels. Then each review is represented as a features vector. After that a classifier is trained to 

distinguish between sentiment labels by analysis of the relevant features. Finally, sentiments are identified by the 

trained classifier for new reviews. 

The Dictionary Approach [3] had the characteristic that it used a dictionary which was pre-built and defined 

semantic orientation of words, for example, the SentiWordNet. The task to identify semantic orientation can be 

performed by using dictionaries. Calculation of Semantic orientation of a single sentence or review is generally 

performed by making average of the semantic orientation values of individual words. 

The Statistical Approach [3] had the characteristic that it is the one which obtains values of polarity through the 

co-occurrence of adjectives in a corpus. Here, adaptability can be achieved by creating corpus specific dictionary. 

This approach uses a very large corpus for solving the problem of unavailability of some of the words. Its also 

possible to make use of the complete set of indexed documents on the Web as the corpus for the construction of 

dictionary [4]. 

The Semantic Approach had the characteristic that it provides values of sentiments directly by calculating the 

similarity between words. For that, it uses various principles. The most basic of the principles of this approach is 

that the words which are related semantically should have the similar sentiment values [3]. 

Chetashri Bhadane, Hardi Dalal, Heenal Doshi [5] explained two areas of research in sentiment classification 

i.e. lexical and machine learning approaches.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

polarity values of lexicons are stored in a dictionary in case of lexical approach. If polarity score is present in the 

dictionary of each word of the text, it is added to get an „overall polarity score‟. A large amount of work is needed to 

discover which lexical information is most efficient because the polarity of the text mostly depends on the score 

given to each lexicon. Chetashri Bhadane, Hardi Dalal, Heenal Doshi [5] implemented a set of techniques for 

classification of aspects and identification of polarity of product review using combination of machine learning 

(SVM) and domain specific lexicons. They showed that the proposed techniques achieved about 78% accuracy and 

were very promising in performing their tasks. 

According to Bei Yu, Stefan Kaufmann,Daniel Diermeier , there are two mainly important approaches for 

classification of sentiments. The knowledge based and supervised machine learning [7]. Knowledge-based approach 

has the characteristic that predefined affect dictionaries of opinion words are used to search the input words and find 

its effects. While in supervised machine learning has the characteristic that a trained statistical classifier is used for 

sentiment classification. Sentiment orientation of input documents is predicted by the trained classifier. These two 

approaches rely heavily on affective vocabulary although its use is different [8, 9, 10, and 11]. 

3. CHALLENGES AND FUTURE SCOPE 

There are several different challenges through which opinion mining needs to suffer from. It includes 

determination of which segment of text is to be opinionated, identification of the opinion holder, determination of 

the positive or negative strength of an opinion [21]. Opinion mining is based on the human reviews, sentimental 

discussion and emotions. Every person has their own view and concern about a given topic, problem or issue. A text 

that is Opinionated may be fake or not relevant and or ambiguous information. Opinions are very much hard to 

describe than facts. Sources of opinion are not formally written and can be highly diverse.  

The Authority, Credibility, Spam, Non Expert opinion, Domain Dependent, Language differences, Effects 

of syntax on semantics are the general challenges that are pointed out so far by the different authors 

[12,13,14,15,16,17,18,19 and 20]. Future work needs to be done in the direction of these challenges to optimize the 

opinion mining methods.. 
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4. CONCLUSION 

This paper has presented brief survey of opinion mining methods and their characteristics. The future study 

will focus on efficiently analyzing the opinions using opinion mining methods and to provide the decision making 

capability to the stakeholders of the information present on the web in the form of reviews, surveys, feedbacks etc.  
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