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ABSTRACT 

 
Presently a day long range interpersonal communication is turning out to be increasingly effective instrument for the 

youthful era for correspondence and sharing of data. Individuals have begun utilizing the long range interpersonal 

communication locales for various purposes. The basic purpose for utilization of the person to person 

communication is to stay in contact with companions, impart every single occasion to companions and that is too 

free of expense. Information from such instrumented situations can give profitable information to advise understudy 

learning. Examining such information, in any case, can challenge. Unadulterated manual investigation can't manage 

the perpetually developing size of information, while immaculate programmed calculations as a rule can't catch top 

to bottom importance inside the information. Thus, in this anticipate, we will propose a programmed examination 

which will give the precision, productivity and will diminish the manual work and time for dissecting the 

information. This work, for the first time, presents a methodology and results that show how informal social media 

data can provide insights into students’ experiences. 

 

Keywords: Education, computers and education, social networking, web text analysis, twitter, multi label classifiers, 

Naïve Bayes. 

 

 
1. INTRODUCTION 

Online networking destinations, for example, Twitter, Face book, and YouTube give incredible venues to  

understudies to share bliss and battle, vent feeling and stretch, and look for social backing. On different online 

networking locales, understudies talk about and share their regular experiences in a casual and easygoing way. 

Understudies' advanced impressions give boundless measure of verifiable learning and a radical new point of view 

for instructive scientists and specialists to comprehend understudies' encounters. Understudies' input can highlight 

distinctive issues understudies may have with an addres s. A case of this is the understudies not understanding a 

particular case. Dissecting criticism progressively, however tedious and distressing [4]. We propose to address this 

issue by making a framework that examinations understudies' input continuously an d afterward shows the outcomes 

to the teacher. To make, for example, framework, feeling examination can be utilized. 
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                                                Figure 1: Sentiment analysis process 

 

1.1 Motivation 

Feeling examination is an utilization of common dialect handling, computational semantics and content 

investigation that distinguishes and recovers assumption extremity from the content by contemplating the 

assessment. Assessment extremity is typically either positive or negative, albeit at times unbiased is incorporated. 

Past examination has demonstrated that feeling investigation is more successful when connected to particular areas 

[7]. 

 
1.2 Objective  

Through performing an estimation examination on such tweets, advertisers ought to hav e the capacity to decide 

people in general view of their items and administrations; while purchasers can know ahead of time what alternate 

clients think about the item or administrations they are occupied with. Twitter which is some time called a distribut e 

and-subscribe interpersonal organization; gives coordinated connections among clients and hosts feeling rich data 

over a wide arrangement of client and subjects. The principle goal of these examination is to investigate adequacy of 

different well known classifier and distinguish the most reasonable classifier for twitter that could simple the 

procedure of group estimations into it. 

 

2. TECHNIQUE OF SENTIMENT ANALYSIS CLASSIFICATION 
 

There are numerous applications and upgrades on SA calculations that were  proposed in the most recent couple of 

years. They are sorted as under a Naive Bayes and the Support Vector Machine. 
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2.1 Naïve Bayes 

Gullible Bayes is a straightforward strategy for building classifiers: models that dole out class names to issue 

examples, spoke to as vectors of highlight qualities, where the class names are drawn from some limited set. It is not 

a solitary calculation for preparing such classifiers, but rather a group of calculations in light of a typical standard: 

all credulous Bayes classifiers expect that the estimation of a specific element is autonomous of the estimation of 

whatever other element, given the class variable. For instance, a natural product might be thought to be an apple on 

the off chance that it is red, round, and around 10 cm in measurement. A gullible Bayes classifier considers each of 

these elements to contribute autonomously to the likelihood that this natural product is an apple, paying little heed to 

any conceivable relationships between's the shading, roundness and distance across components.  

 

For some writes of likelihood models, credulous Bayes classifiers can be prepared productively in an administered 

learning setting. In numerous commonsense applications, parameter estimation for guileless Bayes models u tilizes 

the technique for most extreme probability; at the end of the day, one can work with the gullible Bayes model 

without tolerating Bayesian likelihood or utilizing any Bayesian strategies.  

 

Regardless of their guileless outline and obviously misrepresented suspicions, gullible Bayes classifiers have 

worked entirely well in numerous intricate genuine circumstances  

 

Guileless Bayesian classifiers expect that there are no conditions amongst characteristics. This presumption is called 

class contingent freedom. It is made to improve the calculations included and, henceforth is called "gullible". This 

classifier is additionally called dolt Bayes, basic Bayes, or autonomous Bayes. 

 

1. Naive Bayes text classification: 

The Bayesian classification is used as a probabilistic learning method (Naive Bayes text classification). 

Naive Bayes classifiers are among the most successful known algorithms for learning to classify text 

documents.  

2.  Spam filtering:  

Spam filtering is the best known use of Naive Bayesian text classification. It makes use of a naive Bayes 

classifier to identify spam e-mail. Bayesian spam filtering has become a popular mechanism to distinguish 

illegitimate spam email from legitimate email (sometimes called "ham" or "banc"). Many modern mail 

clients implement Bayesian spam filtering. Users can also install separate email filtering programs. Server-

side email filters, such as DSPAM, Spam Assassin, Spam Bayes, Bogo filter and ASSP, make use of 

Bayesian spam filtering techniques, and the functionality is sometimes embedded within mail server 

software itself. 

3.  Hybrid Recommender System Using Naive Bayes Classifier and Collaborative Filtering: 

Recommender Systems apply machine learning and data mining techniques for filtering unseen information 

and can predict whether a user would like a given resource. It is proposed a unique switching hybrid 

recommendation approach by combining a Naive Bayes classification approach with the collaborative 

filtering. Experimental results on two different data sets, show that the proposed algorithm is scalable and 

provide better performance–in terms of accuracy and coverage–than other algorithms while at the same 

time eliminates some recorded problems with the recommender systems. 

4.  Online applications: 

This online application has been set up as a simple example of supervised machine learning and affective 

computing. Using a training set of examples which reflect nice, nasty or neutral sentiments, we're training 

Ditto to distinguish between them. Simple Emotion Modelling, combines a statistically based classifier 

with a dynamical model. The Naive Bayes classifier employs single words and word pairs as features. It 

allocates user utterances into nice, nasty and neutral classes, labelled +1, -1 and 0 respectively. This 

numerical output drives a simple first-order dynamical system, whose state represents the simulated 

emotional state of the experiment's personification, Ditto the donkey. 
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2.2 Support Vector Machine 

Support vector machines are universal learners. Remarkable property  of SVM is that their ability to learn can be 

independent of dimensionality of feature space. SVM measures the complexity of Hypothesis based on margin that 

separates the plane and not number of features. 

SVM has defined input and output format. Input is a vector space and output is 0 or 1 (positive/negative). Text 

document in original form are not suitable for learning. They are transformed into format which matches into input 

of machine learning algorithm input. For this preprocessing on text documents is  carried out. Then we carryout 

transformation. Each word will correspond to one dimension and identical words to same dimension. As mentioned 

before we will see TF-IDF for this purpose. Now a machine learning algorithm is used for learning how to classify 

documents, i.e. creating a model for input-output mappings.SVM has been proved one of the powerful learning 

algorithm for text categorization. 

 

SVM Benefits 

1. High Dimension Input Space - while text classification we have to deal with many features (may be more 

then 1000). Since SVM uses over fitting protection, which does not depend on number of features so they 

have ability to handle large number of features. 

2. Document Vector Space - despite the high dimensionality of the representation, each of the document 

vectors contain only a few non-zero element. More Text Categorization problems are linearly separable. 

 

  SVM Characteristics 

1. Machine Learning algorithms typically use a vector-space (attribute-value) representation of examples, 

mostly the attributes correspond to words. However word-pairs or the position of a word in the text may 

have considerable information, and practically infinitely many features can be constructed which can 

enhance classification accuracy. 

2. Categories are binary, but generally documents are not assigned so precisely. Often a document D is said 

to belong a little to category X1 and a bit to category X2, but it does not fit well into any of the two. It 

probably would require a new category, as it is not similar to any of the documents seen before.  

3. Number of words increase if we increase the number of documents.  

4. Representations use words as they are in texts. However, words may have different meanings, and 

different words may have the same meaning. The proper meaning of a word can be determined by its 

context i.e. each word influences the meaning of its context. However, the usual (computationally practical) 

representation neglect the order of the words. Task of SVM is to learn and generalize the input -output 

mapping. In case of text categorization input is set of documents and output is their respective class. 

Consider spam filter as example input is an email and output is 0 or 1(either spam or no spam). 

 

3. LITERATURE REVIEW 

 

Title of Paper: Mining Social Media Data for Understanding Students’ Learning Experiences  

  

Author Name: Xin Chen, Mihaela Vorvoreanu, and Krishna Madhavan 

 

Year of Publication: IEEE Transactions on Learning Technologies, 2013 

 

Methods Used: Naïve Bayes classifier 

 

In this paper, they have built up a work process to coordinate both subjective investigation and substantial scale 

information mining methods. They have concentrated on building understudies' twitter presents on comprehend 

issues and issues in their instructive encounters. They have initially led a subjective examination on tests taken from 

around 25,000 tweets identified with building understudies' school life [1].  
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In this paper, they found that building understudies experience issues, for example, overwhelming study loads, 

absence of social engagement, and lack of sleep. Taking into account this outcome, they actualized a multi-name 

grouping calculation to arrange tweets mirroring understudies' issues. This work interestingly exhibits a procedure 

and results that show how casual online networking information can give bits of knowledge into understudies' 

experience. In this paper, they found that designing understudies experience issues, for example, overwhelming 

study loads, absence of social engagement, and lack of sleep. In light of this outcome, they executed a multi-name 

arrangement calculation to order tweets mirroring understudies' issues. This work interestingly exhibits a philosophy 

and results that show how casual online networking information can give bits of knowledge into understudies' 

experience. Social systems are around the length of people sorted out themselves into gatherings. The computerized 

age presenting online networking gave interpersonal organizations a phenomenal drive to thrive. In the interim, 

many studies have been done on online networking and interpersonal organizations. With a specific end goal to get a 

thorough perspective of the writing, we constrain our emphasis on the most broadly utilized online interpersonal 

organization for experimental investigation, Twitter. A large portion of the exploration in this field depends on 

information assembled from Twitter. Despite the fact that examination has been done in view of other interpersonal 

organizations and media like Face book and YouTube, this work has not prompted new bits of knowledge, new 

methodologies or novel commitments, when contrasted with Twitter. 

 

 

4. PROPOSED SYSYTEM 

 

In this proposed system, we have find the negative as well as positive problems which are not there in the existing 

system. In this, we have also find the new category of negative problem like concern of future and of positive 

approach like good for all, mind improvement, career growth, etc. In the existing system, they have check the spell 

errors manually, but in this proposed system we have check the spell errors using PNRS (Personal Name 

Recognized Strategies) algorithm. 

 

 

 

4.1 Implementation 

 

In this proposed system, our work flow is shown in the figure. In this, we have collected the tweets of about 500. 

Then, we are going to do the preprocessing on the data which we have collected. 

 

Step 1: We will collect the 500 tweets. 

Step 2: After collection of the data, we will remove the notation like #sleep problem its remove successfully in 

twitter notation and emoticons parts remove the smiley words  in twitter database. 

Step 3: After removing the not useful things, we will remove the stop words  like is, am, are using Porter Stemming 

Algorithm. 

Step 4: Then the slang words will be replaced by the original words  like gm, gn is converted in the good morning, 

good night like that in successfully replaced. 

Step 5: Then after replacing the slang words, we going to apply PNRS Algorithm for the spell error words  like thne 

it’s replaced with the original words like then . 

Step 6: Then we will apply the category generation based on clear twits data and find the new category in twitter 

data. 

Step 7: We will apply the Multi-Label Classification Techniques  for classify the data for classification we can use 

naïve bayes method. 

Step 8: Then we will extract the category wise classified data and normal System can take 1 min 27 sec for 

completion of whole process . 
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                            Figure 2:Proposed Work Flow 

 

4.2 Experimental Results 

 

 
 
                              Figure 3:Analysis of Different clasifiers in percentage  
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                         Figure 4: Analysis of Classifier in Precision , recall and F mesure 

 

 

5. CONCLUSIONS  

Our study is helpful to specialists in learning examination, instructive information mining, and learning 

advancements. It gives a work process to investigating social information for instructive purposes that conquers the 

real constraints of both manual subjective examination and expansive scale computational examination of client 

created printed content. Our study can illuminate instructive heads, experts and other applicable chiefs to increase 

further comprehension of designing understudies' school encounters. As an underlying endeavor to instrument the 

uncontrolled online networking space, we propose numerous conceivable bearings for future work for scientists who 

are keen on this zone would like to see a multiplication of work here sooner rather than later. We advocate that 

incredible consideration should be paid to secure understudies' protection when attempting to give great instruction 

and administrations to them. 
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