
Vol-2 Issue-3 2016  IJARIIE-ISSN(O)-2395-4396 

 

2360 www.ijariie.com 2104 

A novel approach for Mining chosen keywords 

using text summarization extraction system 
                                    

Sneha Parmar               
Computer Engineering Department, SOCET 

 

 

ABSTRACT 
The objective of text summarization is to decrease the measure o f the content while preserving its important information 

and overall meaning. The constantly expanding client produced computerized information accessible through the 

Internet has turned into a vital wellspring of data for people, associations and government offices. But then, for clients to 

totally discover and utilize that information remains an unpredictable errand. Existing well known data access models in 

view of watchword and/or aspect seeks turn out to be less viable in giving access to particular arrangements of client 

created information. In this paper, we exhibit our preparatory improvement including another calculation for 

catchphrase extraction and rundown era at the same time over a subset of archives. 
 

 

Keywords— Text Summarization, Key phrases Extraction, Text mining, Data Mining, Text compression. 

 
1. INTRODUCTION 

 

The motivation behind Text Mining is to get ready unstructured information; separate critical numeric records from the 

substance, and, in this manner, makes the information contained in the substance available to the different informat ion 

mining calculations. We mean affiliations, speculation that are not unequivocally introduce in the content source being 

broke down by the novel data. The sites that contain a large number of site pages in a specific area or crosswise over 

areas are turn ing out to be increasingly pervasive because of more data accessible on the web  spaces. These destinations 

permit clients to perform watchword seeks, and explore and skim the data through predefined data structures. The vast 

measure of data promptly  accessible it is hard to discover right data in an auspicious way these are the regular d ifficu lties  

confronted by the clients.  

 

Content synopsis is a chain of a compacting a given record into an abridged variation by removing the most basic data 

from it.  

 

We say content min ing as the disclosure by PC of new, beforehand obscure informat ion, by means of normally taking 

informat ion from a commonly tremendous measure of various unstructured printed assets. Catchphrase extract ion and 

thought in learning art icles is a standout amongst the most imperative subjects in eLearn ing situations. In this paper a 

novel model is acquainted all together with enhance thought in learning objects. The framework creates numerous ways 

to deal with take care of this issue gave an excellent result. The model comprises of four stages.  

 

The prework stage changes over the unstructured content into appropriate way.  

 

The primary period of the framework expels the stop words, passage the content and appointing the POS (tag) for every 

word in the content and store the outcome in an even shape.  

 

The second stage starts from the concentrate the essential key  expressions in the substance by execut ing another 

computation through calculation situating the cheerful words. The structure uses the taken key expressions to pick the 

basic sentence. Each sentence situated depending upon numerous components, for example, the presence of the 

watchwords/key expression in it, the association between the sentence and the title by using a normal estimation and 

other numerous elements.  

 

The Third period of the proposed framework is to bringing the sentences with the most noteworthy rank.  

 

The Forth stage is the s ifting stage. This stage diminished the measure of the applicant sentences in the rundown keep ing 

in mind the end goal to deliver subjective data of past stages.  

 

Another strategy to create a rundown of a unique content is researched in this paper. 
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2. PRAPOSED SYSTEM  IN GENERAL 

 

 

Text summarization is the procedure of compacting a given arch ive into a shortened version by extricating the most vital 

data from it. Approaches for text summarization can be classified into two major categories: extraction and abstraction. 

The extraction based methodology is to make the summary by extricating the critical sentences from the original report.  

 

 

Though the abstraction based methodology is to develop the summary by rewording concep ts of the original document 

[4]. Procedure of summarization is show in Fig. 1. 

 

 

 
 

Fig. 1. Process of summarization 

 

 

Different approaches[3]  to automatic summarization works are as follows:  

 

(i) Statistical approach  

 The summary is created by by selecting measurably visit terms in the report. 

 

(ii) Lexical acknowledgement and classification approach 

 Selecting sentences taking into account position in  the content report. To begin with line in  the segment and the 

title are driving probability to layout the whole report in a large portion of the cases in those content outline frameworks. 

 

(iii) Linguistic approach  

 The proposed structure relies on upon the word repeat of the substance file  in the wake of abstaining from the 

stop words which doesn't pass on any essentialness however profitable in sentence. 

 

 

 

3. PROPOSED METHOD (ALGORITHM) 

 

In this proposed technique predominantly we can utilize Keyword Extract ion and Summarization Reinforcement 

(KASUR)[1] strategy.  

 

The plan of watchwords removed from each report is considered as a min imized representation of that record. In  light of 

the co-occasion of watchwords from every record, we can develop a closeness network between all arrangements of 
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record. Using this vicinity grid, we can by then determine a graph structure W for getting relationship among each one of 

the groups and records. We go along with this data in a representation application that includes a label billow of 

catchphrases and a framework outline showing up associations among bunches and archives. As the client coordina tes 

with the representation interface, the visual representation can help client with inferring encounters determine bits of 

knowledge among the presently returned subset of records and to help further investigation of the archive accumulation.  

 

 

 

Algorithm: 

 
1. For each document d from D with set of term T and sentences S. 

2. Compute C|S|*|T| as a sentence-term frequency matrix where Cij is the frequency that term j occurs in sentence i. 

3. Compute R|T|*|T| as term-term co -occurrence matrix where Rij is the number of sentences in which term occurs i 

with term j. 

4. Compute E|S|*|S| as a sentence-sentence similarity matrix where E ij is the cosine similarity of sentence i and 

sentence j. 

5. Compute sentence weight vector W |S| and term weight vector W |T|, as following until  

converging: 

                W|S|= θ1C|S|*|S|W|T|  + θ2E|S|*|S|W|S| 

                W|T|= θ3C
T

|S|*|T|W|s| + θ4R|T|*|T|W|T| 

6. Select top N keywords based on the computed weight. 

7. Extract salient sentences, remove redundancy and form collection level summary. 

 

 

 

Symbol 

 

Description 

  

D Document 

S Sentences retrieve from the documents  

C Frequency of sentences  

R Term Co-occurrence matrix  

E Sentence similarity matrix 

W sentence weight vector 

 

Table. 1. Symbol Description of KASUR 

 

 

 

4. PROPOSED  NEW METHOD (ALGORITHM) 

 

 

Proposed New Algorithm: 

 

Input:      A Collection of Files  

Output:   Summery of matching keywords Text 

 

 
Step 1. For each document 

Step 2. With Term T and Sentence S. 

      (Compute word frequency in Document by traversing Sentences) 

Step 3. Loop 

Step 4. Extraction of word in to token from given output. 

Step 5. Stop words elimination (using classic method) 

Step 6. Traverse each words and calculate its frequency 
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 TF = (N * (No. of Document/No. of Document where keyword occurred)/IDF 

 N = Number of time word occurs in current Document 

IDF = log_e(No. of Document/No. of Document where keyword occurred ) 

Step 7. Store the Term, Frequency, Position in document of sentence in File. 

Step 8. End for loop 

Step 9. Stemming on file to removing similar mining words. 

Step 10. Select top N Keywords. 

Step 11. Extract Noticeable Keywords. 

Step 12. Form Summary\ 

 

5. RESULT 

 

Comparison based on summary generation parameters: 

 

Given a set of documents, we will first apply clustering technique to generate subsets of documents. Proposed algorithm, 

Keyword Extraction and Summarization Reinforcement (KESUR+), to ext ract keywords as topics and summarizat ion 

associated with each subset. 

 

In this proposed mainly uses  Keyword Extraction and Summarizat ion Reinforcement (KESUR)[1] method.  

Document Understanding Conferences  (DUC 01, DUC 02) Document sets are used for summarization. The data is 

downloaded from http://duc.nist.gov/data.html. 

 

 

 

 
Document KESUR+ KESUR 

DUC 01 33% 48% 

 

DUC 02 35% 42% 

 

Result 

  

   

 

http://duc.nist.gov/
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6. CONCLUSION 

 

In this Review paper, we focused on a programmed content outline approach by sentence extraction using an upgraded 

KASUR Algorithm. Positioned sentences are gathered by recognizing the element terms and content synopsis is acquired. 

This gave the upside of watching the most related sentences to be added to the framework content. The system conveyed 

the most compacted outline with high caliber and great results in examination to manual summary extraction. 
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