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email communication becomes prevalent, all
kinds of emails are generated. People 0 make emails as their first choice when they need to talk
to some- one.An email can be simply categori to spams and non- spams.E-mails became the most important
medium between individuals but also companies and various organizations and they settled down closely in almost
any aspect of our everyday activity. The E-mails are not just simple text information; they can also transport
different kind of attachments. E-mails are used in almost all areas of our life starting from regular activity at work,
through shopping, advertising, logging in to various websites and services and ending with a private correspon-
dence, just to give a few examples. Proposed system helps for categorization of the mails into the different
categories. For example, we receives humber of mails from social websites, from shopping sites ,from educational
sites also some personalmails. That time this system helps to categorize the mails in different folders and also
catogarized the subfolder i.e. Primary mails, Social mails and shopping mails.

2. LITERATURE SURVEY
An overview of email classification based only on not only the body but also the header of email messege.The
classification of the email is a hierarchical system of categories used to organized the messege ,content in this
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classifier.Email classification divide the different catogaries or subcatoga-ries.The classification of text
catogarization is learning from high dimensional data.

2.1 Overview

”Toward Optimal Feature Selection in Naive Bayes for Text Categorization” This Paper present a novel and efficient
feature selection framework based on the Information Theory, which aims to rank the features with their
discriminative capacity for classification.

”Email Classification Research Trends: Review and Open Issues” This paper Personal and business users prefer to
use email as one of the crucial sources of communication. The usage and importance of emails continuously grow
despite the prevalence of alternatiyg essages, mobile applications, and social networks.
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”T. S. Guzella and . (% fiChes to spam filtering, Expert Systems
with Applications, . : Sent a comprehensive review of recent
developments in the app aching 1ed i pam filtering, focusing on both textual- and

image- based approaches.

3.SYSTEM ARCHITECTURE

Results of system on real email data categorized into three types i.e. Primary, social and shopping. In particular,
categorization based only on the header information is comparable or superior to that based on all the information in
a message.
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Emall Classification using Naive Bayes
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Mail categorization:
The categorization is based on not only t the header of an email message. The metadata (e.g. sender
name, organization, etc.) provide additional information that can be exploited and improve the categorization
capability. Primary Mails: It contains the personal mails.

Social Mails: It contains the social mails.

Shopping Mails: It contains the shopping related mails.
Education Mails:It contains the education related mails

4. ALGORITHM

The Bayes theorem says that the likelihood of prevalence might rely on the availability or non
Step 1: availability of another event. This dependency is written in terms of contingent probability. P (X—Y) =P
(XY)IP(Y)P(YIX)=P (YX) /P (X)P (XY)=P (X/Y)P (Y)=P (YIX) P (X)

Step 2: The Bayesian classifier uses the theorem of Bayes theorem that says: P (Zj — d) =P (d—Zj) P (Zj) / P (d)
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Step 3: Consider every attribute and sophistication label as a chance variable and given a record with attribute (X1,
X2...Xn). The aim of this theorem is to predict category Z. we wish to seek out the worth of Z that maxi mizes
P (Z—X1, X2...Xn).

Step 4:The approach taken is to reckon the posterior likelihood P (Z—X1, X2... Xn) For all worth of Z victimization
the Bayes theorem. P(Z—X1,X2,...,.Xn)= P(X1,X2,...Xn—Z) P(Z) — P(X1,X2,...,Xn) therefore you selected the
worth of Z that maximize P (Z—X1,X2...,An).this is similar to selecting the worth of Z that maximizes
P(X1,X2,. ,Xn—Z)P(2).

5. SUMMARY
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