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ABSTRACT 

 Now a days deep web grows at a very fast pace, with the help of this there has been greater 

increased interest in techniques that help e_ciently locate deep-web interfaces. However, because of this 

large volume of web resources and the dynamic nature of deep web achieving wide coverage and high 

efficiency is a challenging issue.In this we propose a two-stage framework, namely Smart Crawler, for 

efficient harvesting deep web interfaces.In the first stage, for a center pages Smart Crawler performs site-

based searching with the help of search engines,it avoiding visiting a large number of pages.for a focused 

crawl to achieve more accurate results for Smart Crawler ranks websites to prioritize highly relevant ones 

for a given  topic. In the second stage, Smart Crawler achieves fast in-site searching by excavating most 

relevant links with an adaptive link ranking.In this we design a link tree data structure to achieve wider 

coverage for a website. Our experimental results on a set of representative domains show the agility and 

accuracy of our proposed crawler framework, which e_ciently retrieves deep-web interfaces from large-

scale sites and achieves higher harvest rates than other crawlers. 
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1.Introduction  

 We propose a novel two-stage framework to address the problem of searching for hidden-web 

resources. Our site locating technique employs are verse searching technique (e.g., using Googles link: 

facility to get pages pointing to a given link) and incremental two-level site prioritizing technique for 

unearthing relevant sites, achieving more data sources. During the in-site exploring stage, we design a 

link tree for balanced link prioritizing, eliminating bias toward web pages in popular directories.We 

propose an adaptive learning algorithm that performs online feature selection and uses these features to 

automatically construct link rankers.In the site locating stage, high relevant sites are prioritized and the 

crawling is focused on a topic using the contents of the root page of sites,achieving more accurate results. 

During the in-site exploring stage, relevant links are prioritized for fast in-site searching. To bridge the 

gap, we propose a framework consisting of a new line segment based descriptor named histogram of line 

relationship (HLR) and a new noise impact reduction algorithm known as object boundary selection. HLR 
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treats sketches and extracted edges of photo realistic images as a series of piece wise line segments and 

captures the relationship between them. Based on the HLR,theobject boundary selection algorithm aims 

to reduce the impact of noisy edges by selecting the shaping edges that best correspond to the object 

boundaries. Multiple hypotheses are generated for descriptors by hypothetical edge selection. The 

selection algorithm is formulated to find the best combination of hypotheses to maximize the retrieval 

score; a fast method is also proposed. 

 

2. Literature Survey 

 In this paper we describe new adaptive crawling strategies to efficiently locate the entry points to 

hidden-Web sources. The fact that hidden-Web sources are very sparsely distributed makes the problem 

of locating them especially challenging. We deal with this problem by using the content of pages to focus 

the crawl on a topic; by prioritizing promising links within the topic; and by also following links that may 

not lead to immediate benefit. We propose a new framework whereby crawlers automatically learn 

patterns of promising links and adapt their focus as the crawl progresses, thus greatly reducing the amount 

of required manual setup and tuning. Our experiments over real Web pages in a representative set of 

domains indicate that online learning leads to significant gains in harvest ratesathe adaptive crawlers 

retrieve up to three times as many forms as crawlers that use a fixed focus strategy. The rapid growth of 

the World-Wide Web poses unprecedented scaling challenges for general-purpose crawlers and search 

engines. In this paper we describe a new hypertext resource discovery system called a Focused Crawler. 

The goal of a focused crawler is to selectively seek out pages that a revrelevant to a pre-defined set of 

topics. The topics are specified not using keywords, but using exemplary documents. Rather than 

collecting and indexing all accessible Web documents 

to be able to answer all possible ad-hoc queries, a focused crawler analyzes its crawl boundary to find the 

links that are likely to be most relevant for the crawl, and avoids irrelevant regions of the Web. This leads 

to significant savings in hardware and network resources, and helps keep the crawl more 

up-to-date. 

3. System Design 

3.1 Architecture 

To efficiently and effectively discover deep web data sources, SmartCrawler is designed with a twostage 

architecture, site locating and in-site exploring,  The first site locating stage finds the most relevant site for a given 

topic, and then the second in-site exploring stage uncovers searchable forms from the site. Specifically, the site 

locating stage starts with a seed set of sites in a site database. Seeds sites are candidate sites given for SmartCrawler 

to start crawling, which begins by following URLs from chosen seed sites to explore other pages and other domains. 

When the number of unvisited URLs in the database is less than a threshold during the crawling process, 

SmartCrawler performs "reverse searching" of known deep web sites for center pages (highly ranked pages that 

have many links to other domains) and feeds these pages back to the site database. Site Frontier fetches homepage 

URLs from the site database, which are ranked by Site Ranker to prioritize highly relevant sites. The Site Ranker is 

improved during crawling by an Adaptive Site Learner, which adaptively learns from features of deep-web sites 

(web sites containing one or more searchable forms) found. To achieve more accurate results for a focused crawl, 

Site Classifier categorizes URLs into relevant or irrelevant for a given topic according to the homepage content. 

After the most relevant site is found in the first stage, the second stage performs efficient in-site exploration for 

excavating searchable forms. Links of a site are stored in Link Frontier and corresponding pages are fetched and 

embedded forms are classified by Form Classifier to find searchable forms. Additionally, the links in these pages are 

extracted into Candidate Frontier. To prioritize links in Candidate Frontier, SmartCrawler ranks them with Link 

Ranker. Note that site locating stage and in-site exploring stage are mutually intertwined. When the crawler 
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discovers a new site, the site's URL is inserted into the Site Database. The Link Ranker is adaptively improved by an 

Adaptive Link Learner, which learns from the URL path leading to relevant forms. 

 

3.2 Modules 

A. Search Query- 

 

         Smart Crawling system performs site-based searching for main pages with the help of search engines.  

 

B. Feature Extraction- 

  The Valid URL list contains urls that have been processed and are ready to be given to the extractor this list 

is that it avoids redundancy of URLs.It makes sure that the content in the list, in this case the URLs are unique. It is 

the list that supplies valid URLs to the data extractor .This section discusses the online feature construction of 

feature space and adaptive learning process of Smart Crawler, and then describes the ranking mechanism. 

 

C. Ranking and Calculate Weight- 

 Link Ranker prioritizes links so that Smart Crawler can quickly discover searchable forms. A 

high relevance score is given to a link that is most similar to links that directly point to pages with 

searchable forms. Smart Crawler ranks site URLs to prioritize potential deep sites of a given topic. To this 

end, two features, site similarity and site frequency, are considered for ranking. Site similarity measures 

the topic similarity between a new site and known deep web sites. Site frequency is the frequency of a site 

to appear in other sites, which indicates the popularity and authority of the site  a high frequency site is 

potentially more important. 

 

 

4.Snapshots 
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Fig.4.1: Search Query 

 

Fig.4.2: Feature Extraction 

 

5.Conclusion 
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 We propose an effiective harvesting framework for deep-web interfaces, namely SmartCrawler. 

We have shown that our approach achieves both wide coverage for deep web interfaces and maintains 

highly efficient crawling. Smart Crawler is a focused crawler consisting of two stages: efficient site 

locating and balanced in-site exploring. Smart Crawler performs site-based locating by reversely 

searching the known deep web sites for center pages, which can effiectively  find many data sources for 

sparse domains. By ranking collected sites and by focusing the crawling on a topic, Smart Crawler 

achieves more accurate results. The insite exploring stage uses adaptive link-ranking to search within a 

site; and we design a link tree for eliminating bias toward certain directories of a website for wider 

coverage of web directories. 

 

6.Future Scope 

 We plan to combine pre-query and post-query approaches for classifying deep-web forms to 

further improve the accuracy of the form classifier. 
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