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Abstract 

 The use of video surveillance to identify suspicious actions in public movement areas has drew the attention of a 

growing number of current technologies. Offline video automated processing prototypes have been used to monitor 

different types of events, including riots and forensics inspections. Nonetheless, relatively little progress has been 

made in terms of event recognition. In this paper, we propose a structure for processing original video received from 

a stationary colour camera located in a suitable region and drawing real-time judgments about the observed tasks. 

First, utilising a blob matching methodology, this proposed structure obtains 2D and 3-D object level inputs by 

recognising, detecting, and tracing persons in the scenario. Using object and inter-object motion characteristics, 

based on the derived spatial temporal features of recognised blobs and behaviours. 

This Artificial Intelligence and Machine Learning techniques are used in conjunction with a sophisticated 

experimental MATLAB tool to watch and recognise all single and group human actions. Machine learning 

algorithms are utilised in this article to identify and monitor social separation between one or more people's 

movements in public locations, and these observations may be made using CCTV footage. From this observation, 

the system will square mark as green for respecting social distance norms, and if two or more people are close 

together, the system will square mark as red, indicating that the people moving in that location are breaking the 

social distance regulations. 

Keywords: Loitering, behavior recognition, Social distancing object tracking, fainting, blob matching, fighting, 

meeting, and occlusion 

 

I. INTRODUCTION  
 

Currently, police officers, security officers, and staff employees rely on video observation prototypes to help 

them with their daily tasks. This application may be seen in large public circulation areas across the world, such as 

bus stops, train stations, airports, and metro stations. These real-time systems, on the other hand, are labor-intensive, 

and the display videos of human routine activities monitoring find it difficult to pay attention to random events 

[1][2]. Despite the fact that automated video surveillance systems exist, they have mostly been used for typical 

offline video analogy after an occurrence, particularly in forensics and riot surveillance situations. These security 

surveillance tools are currently of extremely limited use for real-time notifications. 

 

Based on low camera quality and poor lighting conditions, computerised facial identification and recognition 

was not very useful in recent samples from a foreign country [3]. An automated security surveillance and 

observation system's goal is to draw the attention of a single or group of human action monitors to an instance of a 

user-defined suspicious attribute as soon as it occurs. The development of a completely automated behaviour 

identification system faces two distinct problems. First, the items of interest, which in this case are persons and their 

luggage, must be categorised, and then they must be monitored for a predetermined period of time. Second, a 
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reliable method of narrating behaviours must be implemented. This becomes a serious challenge, especially for 

highly complicated actions with several permutations, such as meeting, fighting, and so on. It is undeniably difficult 

to describe the system in the majority of circumstances. 

 

One of the achievements of this study is the development of a mathematical method for the identification of 

the most risky or suspicious human behaviours based on abstract explanations presented by Velastin and Fuentes[4]. 

These are all directly tied to societal benefits from adequate public transportation security surveillance, and isolated 

regions also deal with issues like abandoned and loitering, luggage theft, fainting, meetings, and fights. High-level 

human movement parameters, such as speed, velocity, and particular distance between the objects in the scenario, 

are incorporated into this newly suggested technique. These semantic entities are defined in 3-D rather than 2-D. We 

should also mention that crowd behaviour is included in the scope of this text. A powerful experimental MATLAB 

application uses artificial intelligence and machine learning algorithms to examine all of the behaviours of single 

and group human activities detection and recognition. 

 

People are not observing social distance and wearing masks in public areas as a result of the global Covid-19 

outbreak. For the objective of social service, an algorithm was created and implemented. Which principle was used 

to construct the Python Open CV Tool in order to improve performance and provide the necessary social distancing 

alarm system? The coding portion of this project is highly user friendly with this Python Open CV. 

II. RELATED WORKS 

 

To demonstrate the effectiveness of this unique strategy, several sorts of human actions linked to security in 

public transportation areas have been identified. Stolen and abandoned objects, loitering, fainting, and fighting are 

some instances. Using real-time data sets as input to the machine learning system, the system's outcomes illustrate 

the approach's good performance and cheap computational complexity. 

 

The major focus of this research is on automatically detecting and indicating sceptical behaviour in public 

movements or transportation systems. Meeting, lingering [11], abandoned semantic entities [12][14], and getting 

into a brawl [14][15] are some examples. The many sorts of conduct might occur over a long period of time. One 

key challenge in this discipline is that the bulk of published studies focus on identifying a specific type of behaviour 

rather than offering a broad or general framework. For example, low-level background subtraction algorithms are 

frequently used in "abandoned baggage identification" [1] [9]. This approach is useful for detecting stationary 

things, but it isn't recommended for other sorts of human behaviour such as fighting or loitering. Furthermore, most 

studies that describe a generic behaviour detection and identification framework simply give high-level layered 

framework descriptions without providing any particular technique for implementation. Hidden Markov Models 

(HMMs) [14] and machine learning temporal random forests methods [8] are examples of classifiers that need 

training. 

Every classifier contains flaws as well as distinguishing traits. HMMs, for example, are unable to record sub 

events due to their intrinsic tendencies [9]. Researchers have used detection and identification based on semantics as 

another option for such learning strategies. This feature offers more relevant descriptions of typical happenings, 

which helps people grasp them better. All events can have both manual [18] and trainable [20] interpretations 

thanks to semantic-based recognition. 
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III. SYSTEM ARCHITECTURE 

 

Fig.1. The system architecture of the proposed algorithm 

 

Figure 1 depicts the suggested system design. The occlusion handling step is used to identify and recognise the main 

activity. The following are examples of common localization and target representation algorithms: 

• Blob Tracking: This algorithm specifies the segmentation of an object's interior (for example, blob detection, 
optical flow / block-based correlation). 

• Kernel Based Tracking (KBT): KBT, also known as mean-shift tracking, is an iterative localization process that 
relies on the maximising of all actions' similarity measures. 

• Contour Tracking: CT detection (e.g. Condensation algorithm/active contours) is utilised to determine the object 
boundary. 

• Visual Feature Matching (VFM): VFM techniques are used to match the visual actions of individual or group 
human activities. 

 

IV. FEATURES MEASUREMENTS 

 

After identifying the semantic events of interest in the supplied input video, the 2-D and 3-D characteristics of 

these objects' movement activities are computed, and the prior record is created. The observed items are again 

classified based on the entries made in this record file to determine whether the activities are alive (people) or 

inanimate (things). This is a crucial stage in classifying items as living or inanimate. Figure 2 depicts the traditional 

Machine Learning and Deep Learning methodologies for detecting and recognising single or group human actions. 

 



Vol-7 Issue-6 2021               IJARIIE-ISSN(O)-2395-4396 

    

15736 www.ijariie.com 1006 

 
 

Fig.2. The conventional Machine Learning and Deep Learning approaches for single or group human 

action detection and recognitions 

 

The input movies are separated into a number of frames, with a minimum of 15 frames for 1 second films. To 

identify irregular blobs for 2D objects from CCTV recordings, all of the frames were processed using random forest 

supervised machine learning methods. To obtain the required result, the irregular human behaviour is collected at 

higher frame rates and monitored. In this article, historic human action sequences are characterised as alive or 

inanimate blobs acts using a mix of single and group characteristics items. 

 

These feature extraction approaches are also utilised to determine the social separation between one or more 

people's movements in public locations, which may be seen using CCTV footage. 

 

 

V. BEHAVIOUR SYMANTICS 

 

As input to the system, the extracted actions characteristics are used to semantically define and recognise the 

activities in the video. Every unit time, the historical record that records the characteristics of a certain behavioural 

object and the semantic events pair is updated. A set of particular defined requirements for each activity of interest is 

tested based on the contents of the record (once for every second, in this paper). That behaviour is identified if the 

particular conditions in the current problem description are met. Individually, the behaviours of interest are 

examined in depth below, along with suitable examples. 

 

The following are the semantics of human behaviour that have been tested: • Abandoned and Stolen Objects: 

• Fainting • Loitering • Covid-19 Social distancing • Fighting • Meeting and Walking Together 

 

Figure 3 depicts the several phases of human behaviour semantics such as Motion, Action, Activity, and Behavior 

based on the degree of semantics and time frame.  
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Fig.3. Illustration of Human Behaviors Semantics 

VI. EXPERIMENTAL RESULTS 

 
The following are the findings of experiments utilising machine learning algorithms to detect and recognise 

suspicious activities in real time. Figure 4 shows the aspect ratio of the blob in relation to faint detection from CCTV 

input footage. 

Fig.4. Illustration of blob’s aspect ratio related to faint detection 

 

Figure 5 depicts a conference where security questionable human behaviours of numerous people are 

discovered using AI and machine learning techniques. 

 

 

Fig.5. Snapshots of the experimental results of meet and fight on standard input data sets 

 

Figure 6 depicts abandoned activities such as steeling in public areas, walking together, and other human acts. 
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Fig. 6. Snapshots of the system results of abandoned steal and walk together. 

Figures 7 and 8 show the group human normal activity detection and recognition utilising the KTL method, as well 

as edge detection of all people, corner detections, KTL detection sites, and an output statement like "The video 

exhibits normal behaviour."  

Fig.7. Edge detection and corner detection of Group activity 

 

Fig.8. Detection KLT Point Features and the Normal behavior video output 

These supervised machine learning approaches are used to identify and monitor social separation between one or 

more people's movements in public spaces, and these observations may be made using CCTV footage. From this 

observation, the system will square mark as green for obeying social distance norms, and if two or more people are 

close together, the system will square mark as red and identify that the people moving in that location are breaching 

the social distance indicated in figs. 9 and 10. 
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Fig.9. Illustration of Covid-19 Social Distance Detection and Tracking from CCTV videos 

 

Fig.11. Representation of human motion detection and tracking from CCTV input video for social distance 

alert systems. 

VII. CONCLUSION 

 

This paper introduces and investigates an absolute semantics-based behaviour detection and identification 

system that is only dependent on object tracking. This technique is described by background segmentation, which 

translates the actions obtained. These human objects are studied in two dimensions, and artificial intelligence and 

machine learning methods are used to classify them. The performance of the 2D and 3-D human motion derived 

characteristics is then tested using the specified unique action. 

Human single or group activities are eventually discovered by continuous monitoring utilising the appropriate 

AI and ML algorithms. This idea is extensively utilised in security applications, investigations, and the monitoring 

of suspicious activities in public transportation areas, among other things. This unique approach delivers real-time 

outputs performance, resilience, flexibility, and digital camera impacts of nonlinearities. This approach solves the 

problem of interacting with people's operators while also reducing the need for AI and machine learning training. 

This experiment was assessed based on several inputs such as a single or group person's detection and recognition of 

a variety of activities of interest. 

VIII. FUTURE WORK 

 

Novel idea data fusion approaches can be used to make future applications of real-time human action 

detection systems that use artificial intelligence and machine learning techniques functional. The fusion of several 
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activities of a single person or many human actions may be discovered and recognised in this study in order to get 

the greatest output performance for the supplied input footage. 
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