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ABSTRACT 

 
To authentiate on mobile system communication, a random number should be usesd. This article uses scrambling 

technique combined of hashing for generating dynamic random number destinating for this authentication. Arnold 

Transform and Hilbert Transform are used for this as Scrambling Technique. We uses expansion function and 

reduces it to 256 bits using Hashing Technique function Message Digest  like MD4 and MD4 xor with MD5 and 

MD.  The input matrix could be also considerd as an image and all criteria for image evaluation could be 

considered as the PSNR(Peak Signal to Noise Ratio), SSIM (Structural SIMilarity), NPCR(Number of Pixel 

exchange  rate), UACI (Unified Average Changing Intensity), Correlation and the binary entropy. PSNR for the two 

methods is near than the value 8 which is a good visual quality visualThe SSIM and Correlation also offers a best 

parameter which is  near zero. The image transformed by scrambling methods and originals are no similitude and 

no correlation. The NPCR give also a good performance because 99% of pixels changed in the image. But the UACI 

is not more than 20%. So, the intensity light of the new image doesn’t change with the maximum. The algorithm of 

the scrambling is not resistant to the attack physic using difference power analysis.The dynamic key also could be 

evaluate using probability. thus has the behavior: very far from the ends of the key (00 ... 000 and 11 ... 111); very 

far from the previous key; several bits changed and very messy from the point of view bit zero and bit one and the 

penalty of bad extremity proximity. All key chosen keys have a probability by the extremity and proximity between 

50% until 100%. The probability of the bit changed is to 50%, the entropy is near 100%. The result is only obtained 

if the system uses optimization of one bit changed. 

 

Keyword : - Arnold Transform, Hilbert Transform, Hashing, Authentication, mobile communication. 

 
 

1. Introduction 

In the network 5G, the UE and operator use mutual authentication based on the master key K. A random key RAND 

should be dynamic of each users. The algorithm Scrambling and Hashing Technique (SHT) uses a dynamic key with 

optimized selectors with high probability of extremity, probability of proximity, probability of  a bit changed and 

probability in case of entropy.  
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2.1   Implementation of simplified Scrambling and Hashing Technique (SHT)  

SHT uses the random key Dynamicity RAND. This function has as input the previous key RAND and an activation 

signal A and a parameter r defining the complexity rule of SHT. 

The steps of the algorithm are: 

 The initialization phase: the goal is to initialize K, r, and i an activation counter and to generate from the 

Expansion towards the Matrix (E.M) a matrix of 16r × 16r of 8 bits 

 The insertion phase: It consists of periodically inserting while scanning the line of the matrix 16r × 16r a 

key obtain through the Expansion towards the Linearity (E.L). The insertion is executed only at each 

activation signal. Since the SHT algorithm uses 3 16r × 16r matrices, a key-generating function denoted by 

G makes it possible to generate 3 parts of key of initializations for each matrix. 

 The phase dynamic key uses the method of Scrambling Technique either by the Hilbert method or by 

Arnold's method. 

 The Hashing Technique Cryptography phase: it uses several hash algorithm samples to summarize the 

matrix after confusion in order to have a 256-bit key. 

 Phase selectors : it selects the next key RAND+ appropriate. 

The output of the SHT algorithm is another key generated RAND+, for other applications especially in the 

authentication. SHT is also a family of Key Derivation Function (KDF) algorithm. The simplified schema of the 

SHT algorithm is represented in Figure 1.  

 
Fig -1 Diagram of SHT  

2.2 Scrambling Technique  

The Hilbert transform  is a permutation recursive represented like on Figure 2.  

    

n = 2 n =3 n = 4 n = 5 

Fig 2: Graphics representation of Hilbert Transform 

The arnold method is a Scrambling technique defined by the equation (1)  

 

Where,   : the pixels of scrambled image;      : the pixel of original image ;  

N  : the size of image ;      m,t  : intiger positif number. 
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The Scrambling Technique (ST) algorithm implements a technique of scrambling on the digital image using  AT 

(Arnold Transform) and HT (Hilbert Transform). Since the matrixes of the Red, Green, Blue have their own 

component separately, images are processed separately according to the inputs JR, JG, JB. To be able to process by 

conventional computers, it is possible to determine the digital matrix result of ht_R, at_R, ht_G, at_G, ht_B, at_B 

for each components. 

 

 
 Fig -3 Scrambling Technique (ST) algorithm 

 

In the general application ht_R, at_R, ht_G, at_G, ht_B, at_B will be simplified by q formed by the components q1 

... .q6.  

 

2.3 Hashing Technique  

Table -1 Standard Notation algorithms for the hash based cryptography 

Symbol Notation 

[<<<]s rotation of s bit 

[+] addition module  

 
XOR 

⋀ AND 

⋁ OR 

¬ NOT 

The standard notation for hash algorithms defined by the Table 1 which are left shift, the modulo addition. ; 

Boolean operations XOR, AND, OR, NOT. 

The hash function uses  a message with arbitrary length at the input and give a fix length result named hash or 

condensat or fingerprints. Generally, the most family of hash based cryptography are based on the Merkle-Damgärd 

schema.  
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Fig -4 Schema of Merkle-Damgärd 

The schema of Merkle-Damgärd uses the variable length data which are split to a fix bloc by using padding 

algorithms. In their padding is incorporating the data length. The hash of the precedent bloc will be used like initial 

vector of the next block. The hash bloc use multiple irreversible compression and should have the first initial vector 

IV. 

The MD5 (Message-Digest) algorithm is a widely used hash function producing a 128-bit hash value. 

 

Fig 5- One MD5 Operation schema bloc 

On MD5 operation :  MD5 consists of 64 of these operations, grouped in four rounds of 16 operations. F is a 

nonlinear function; one function is used in each round. Mi denotes a 32-bit block of the message input, and Ki 

denotes a 32-bit constant, different for each operation. <<<s denotes a left bit rotation by s places; s varies for each 

operation. denotes addition modulo 2
32

. 

 Message  

MD5 processes a variable-length message into a fixed-length output of 128 bits. The input message is broken up into 

chunks of 512-bit blocks (sixteen 32-bit words) : the message is padded so that its length is divisible by 512.  The 

padding works as follows:  

https://en.wikipedia.org/wiki/Padding_%28cryptography%29
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 first a single bit, 1, is appended to the end of the message.  

 This is followed by as many zeros as are required to bring the length of the message up to 64 bits fewer 

than a multiple of 512.  

 The remaining bits are filled up with 64 bits representing the length of the original message, modulo 2
64

.   

The main MD5 algorithm operates on a 128-bit state, divided into four 32-bit words, denoted A, B, C, and D. These 

are initialized to certain fixed constants. The main algorithm then uses each 512-bit message block in turn to modify 

the state. The processing of a message block consists of four similar stages, termed rounds; each round is composed 

of 16 similar operations based on a non-linear function F, modular addition, and left rotation. Figure 5 illustrates one 

operation within a round. There are four possible functions; a different one is used in each round:  

 

                                                     (2) 

 

 
 Constant 

MD5 uses 64 constant values of 32-bit words. The constant K is defined by: 

 

 

 Pseudocode  

//Note: All variables are unsigned 32 bit and wrap modulo 2^32 when calculating 

var int[64] s, K 

var int i 

 

//s specifies the per-round shift amounts 

s[ 0..15] := { 7, 12, 17, 22,  7, 12, 17, 22,  7, 12, 17, 22,  7, 12, 17, 22 } 

s[16..31] := { 5,  9, 14, 20,  5,  9, 14, 20,  5,  9, 14, 20,  5,  9, 14, 20 } 

s[32..47] := { 4, 11, 16, 23,  4, 11, 16, 23,  4, 11, 16, 23,  4, 11, 16, 23 } 

s[48..63] := { 6, 10, 15, 21,  6, 10, 15, 21,  6, 10, 15, 21,  6, 10, 15, 21 } 

 

//Use binary integer part of the sines of integers (Radians) as constants: 

for i from 0 to 63 

    K[i] := floor(2
32
 × abs(sin(i + 1))) 

end for 

 

 

 

 

//(Or just use the following precomputed table): 

K[ 0.. 3] := { 0xd76aa478, 0xe8c7b756, 0x242070db, 0xc1bdceee } 

K[ 4.. 7] := { 0xf57c0faf, 0x4787c62a, 0xa8304613, 0xfd469501 } 

K[ 8..11] := { 0x698098d8, 0x8b44f7af, 0xffff5bb1, 0x895cd7be } 

K[12..15] := { 0x6b901122, 0xfd987193, 0xa679438e, 0x49b40821 } 

K[16..19] := { 0xf61e2562, 0xc040b340, 0x265e5a51, 0xe9b6c7aa } 

K[20..23] := { 0xd62f105d, 0x02441453, 0xd8a1e681, 0xe7d3fbc8 } 

K[24..27] := { 0x21e1cde6, 0xc33707d6, 0xf4d50d87, 0x455a14ed } 

K[28..31] := { 0xa9e3e905, 0xfcefa3f8, 0x676f02d9, 0x8d2a4c8a } 

K[32..35] := { 0xfffa3942, 0x8771f681, 0x6d9d6122, 0xfde5380c } 

K[36..39] := { 0xa4beea44, 0x4bdecfa9, 0xf6bb4b60, 0xbebfbc70 } 

K[40..43] := { 0x289b7ec6, 0xeaa127fa, 0xd4ef3085, 0x04881d05 } 

K[44..47] := { 0xd9d4d039, 0xe6db99e5, 0x1fa27cf8, 0xc4ac5665 } 

K[48..51] := { 0xf4292244, 0x432aff97, 0xab9423a7, 0xfc93a039 } 

K[52..55] := { 0x655b59c3, 0x8f0ccc92, 0xffeff47d, 0x85845dd1 } 

K[56..59] := { 0x6fa87e4f, 0xfe2ce6e0, 0xa3014314, 0x4e0811a1 } 

K[60..63] := { 0xf7537e82, 0xbd3af235, 0x2ad7d2bb, 0xeb86d391 } 

//Initialize variables: 
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var int a0 := 0x67452301   //A 

var int b0 := 0xefcdab89   //B 

var int c0 := 0x98badcfe   //C 

var int d0 := 0x10325476   //D 

//Pre-processing: adding a single 1 bit 

append "1" bit to message     

// Notice: the input bytes are considered as bits strings, 

//  where the first bit is the most significant bit of the byte. 

 

//Pre-processing: padding with zeros 

append "0" bit until message length in bits ≡ 448 (mod 512) 

append original length in bits mod 2
64
 to message//Process the message in successive 512-bit 

chunks: 

 

for each 512-bit chunk of padded message 

    break chunk into sixteen 32-bit words M[j], 0 ≤ j ≤ 15 

    //Initialize hash value for this chunk: 

    var int A := a0 

    var int B := b0 

    var int C := c0 

    var int D := do //Main loop: 

    for i from 0 to 63 

        var int F, g 

        if 0 ≤ i ≤ 15 then 

            F := (B and C) or ((not B) and D) 

            g := i 

        else if 16 ≤ i ≤ 31 then 

            F := (D and B) or ((not D) and C) 

            g := (5×i + 1) mod 16 

        else if 32 ≤ i ≤ 47 then 

            F := B xor C xor D 

            g := (3×i + 5) mod 16 

        else if 48 ≤ i ≤ 63 then 

            F := C xor (B or (not D)) 

            g := (7×i) mod 16 

        F := F + A + K[i] + M[g]  //Be wary of the below definitions of a,b,c,d 

        A := D 

        D := C 

        C := B 

        B := B + leftrotate(F, s[i]) 

    end for 

    //Add this chunk's hash to result so far: 

    a0 := a0 + A 

    b0 := b0 + B 

    c0 := c0 + C 

    d0 := d0 + D 

end for 

var char digest[16] := a0 append b0 append c0 append d0 //(Output is in little-endian) 

 

leftrotate (x, c) //leftrotate function definition  

return (x << c) binary or (x >> (32-c)); 

 

An operation of MD4, MD4 comprises 48 blocks of Figure 5 , grouped in three rounds of 16 operations. F is a 

nonlinear function, which varies according to the turn. Mi symbolizes a 32-bit block from the message to be 

chopped and Ki is a 32-bit constant, different for each operation. The 3 function laps used are: 

 

                                                       (3) 

 

Process each 16-word block. */ 

      for i = 0 to N/16-1 do 

        /* Copy block i into X. */ 

        for j = 0 to 15 do 

          Set X[j] to M[i*16+j]. 

        end for /* of loop on j */ 
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        /* Save A as AA, B as BB, C as CC, and D as DD. */ 

        AA = A 

        BB = B 

        CC = C 

        DD = D 

        /* Round 1. */ 

        /* Let [abcd k s] denote the operation 

             a = (a + F(b,c,d) + X[k]) <<< s. */ 

        /* Do the following 16 operations. */ 

        [ABCD  0  3]  [DABC  1  7]  [CDAB  2 11]  [BCDA  3 19] 

        [ABCD  4  3]  [DABC  5  7]  [CDAB  6 11]  [BCDA  7 19] 

        [ABCD  8  3]  [DABC  9  7]  [CDAB 10 11]  [BCDA 11 19] 

        [ABCD 12  3]  [DABC 13  7]  [CDAB 14 11]  [BCDA 15 19] 

        /* Round 2. */ 

        /* Let [abcd k s] denote the operation 

             a = (a + G(b,c,d) + X[k] + 5A827999) <<< s. */ 

        /* Do the following 16 operations. */ 

        [ABCD  0  3]  [DABC  4  5]  [CDAB  8  9]  [BCDA 12 13] 

        [ABCD  1  3]  [DABC  5  5]  [CDAB  9  9]  [BCDA 13 13] 

        [ABCD  2  3]  [DABC  6  5]  [CDAB 10  9]  [BCDA 14 13] 

        [ABCD  3  3]  [DABC  7  5]  [CDAB 11  9]  [BCDA 15 13] 

        /* Round 3. */ 

        /* Let [abcd k s] denote the operation 

             a = (a + H(b,c,d) + X[k] + 6ED9EBA1) <<< s. */ 

        /* Do the following 16 operations. */ 

        [ABCD  0  3]  [DABC  8  9]  [CDAB  4 11]  [BCDA 12 15] 

        [ABCD  2  3]  [DABC 10  9]  [CDAB  6 11]  [BCDA 14 15] 

        [ABCD  1  3]  [DABC  9  9]  [CDAB  5 11]  [BCDA 13 15] 

        [ABCD  3  3]  [DABC 11  9]  [CDAB  7 11]  [BCDA 15 15] 

        /* Then perform the following additions. (That is, increment each 

           of the four registers by the value it had before this block 

           was started.) */ 

        A = A + AA 

        B = B + BB 

        C = C + CC 

        D = D + DD 

    end for/* of loop on i */ 

 

 

SHA (Secure Hashed) 256 is a set of cryptographic hash functions designed by the United States National Security 

Agency (NSA).  One iteration of a SHA-2 family compression function. The blue components perform the 

following operations : 
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Fig -6 One SHA-256 operation schema bloc 

The bitwise rotation uses different constants for SHA-512. The given numbers are for SHA-256. The red is 

addition  modulo 2
32

 for SHA-256, or 2
64

 for SHA-512. 

 

 

 

                                                   (4) 

 

The named of parameters with SHA256 is similar to the MD5 like word W and constant K. 

Note 1: All variables are 32 bit unsigned integers and addition is calculated 

modulo 232 

Note 2: For each round, there is one round constant k[i] and one entry in the 

message schedule array w[i], 0 ≤ i ≤ 63 

Note 3: The compression function uses 8 working variables, a through h 

Note 4: Big-endian convention is used when expressing the constants in this 

pseudocode, 

 

    and when parsing message block data from bytes to words, for example, 

    the first word of the input message "abc" after padding is 0x61626380 

Initialize hash values: 

 

(first 32 bits of the fractional parts of the square roots of the first 8 

primes 2..19): 

h0 := 0x6a09e667 

h1 := 0xbb67ae85 

h2 := 0x3c6ef372 

h3 := 0xa54ff53a 

h4 := 0x510e527f 
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h5 := 0x9b05688c 

h6 := 0x1f83d9ab 

h7 := 0x5be0cd19 

 

 

Initialize array of round constants: 

(first 32 bits of the fractional parts of the cube roots of the first 64 

primes 2..311): 

k[0..63] := 

   0x428a2f98, 0x71374491, 0xb5c0fbcf, 0xe9b5dba5, 0x3956c25b, 0x59f111f1, 

0x923f82a4, 0xab1c5ed5, 

   0xd807aa98, 0x12835b01, 0x243185be, 0x550c7dc3, 0x72be5d74, 0x80deb1fe, 

0x9bdc06a7, 0xc19bf174, 

   0xe49b69c1, 0xefbe4786, 0x0fc19dc6, 0x240ca1cc, 0x2de92c6f, 0x4a7484aa, 

0x5cb0a9dc, 0x76f988da, 

   0x983e5152, 0xa831c66d, 0xb00327c8, 0xbf597fc7, 0xc6e00bf3, 0xd5a79147, 

0x06ca6351, 0x14292967, 

   0x27b70a85, 0x2e1b2138, 0x4d2c6dfc, 0x53380d13, 0x650a7354, 0x766a0abb, 

0x81c2c92e, 0x92722c85, 

   0xa2bfe8a1, 0xa81a664b, 0xc24b8b70, 0xc76c51a3, 0xd192e819, 0xd6990624, 

0xf40e3585, 0x106aa070, 

   0x19a4c116, 0x1e376c08, 0x2748774c, 0x34b0bcb5, 0x391c0cb3, 0x4ed8aa4a, 

0x5b9cca4f, 0x682e6ff3, 

   0x748f82ee, 0x78a5636f, 0x84c87814, 0x8cc70208, 0x90befffa, 0xa4506ceb, 

0xbef9a3f7, 0xc67178f2 

 

 

Pre-processing (Padding): 

begin with the original message of length L bits 

append a single '1' bit 

append K '0' bits, where K is the minimum number >= 0 such that L + 1 + K + 

64 is a multiple of 512 

append L as a 64-bit big-endian integer, making the total post-processed 

length a multiple of 512 bits 

 

 

Process the message in successive 512-bit chunks: 

break message into 512-bit chunks 

for each chunk 

    create a 64-entry message schedule array w[0..63] of 32-bit words 

    (The initial values in w[0..63] don't matter, so many implementations 

zero them here) 

    copy chunk into first 16 words w[0..15] of the message schedule array 

 

    Extend the first 16 words into the remaining 48 words w[16..63] of the 

message schedule array: 

    for i from 16 to 63 

        s0 := (w[i-15] rightrotate  7) xor (w[i-15] rightrotate 18) xor (w[i-

15] rightshift  3) 

        s1 := (w[i- 2] rightrotate 17) xor (w[i- 2] rightrotate 19) xor (w[i- 

2] rightshift 10) 

        w[i] := w[i-16] + s0 + w[i-7] + s1 

    Initialize working variables to current hash value: 

    a := h0 

    b := h1 

    c := h2 

    d := h3 
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    e := h4 

    f := h5 

    g := h6 

    h := h7 

    Compression function main loop: 

    for i from 0 to 63 

        S1 := (e rightrotate 6) xor (e rightrotate 11) xor (e rightrotate 25) 

        ch := (e and f) xor ((not e) and g) 

        temp1 := h + S1 + ch + k[i] + w[i] 

        S0 := (a rightrotate 2) xor (a rightrotate 13) xor (a rightrotate 22) 

        maj := (a and b) xor (a and c) xor (b and c) 

        temp2 := S0 + maj 

  

        h := g 

        g := f 

        f := e 

        e := d + temp1 

        d := c 

        c := b 

        b := a 

        a := temp1 + temp2 

 

    Add the compressed chunk to the current hash value: 

    h0 := h0 + a 

    h1 := h1 + b 

    h2 := h2 + c 

    h3 := h3 + d 

    h4 := h4 + e 

    h5 := h5 + f 

    h6 := h6 + g 

    h7 := h7 + h 

 

Produce the final hash value (big-endian): 

digest := hash := h0 append h1 append h2 append h3 append h4 append h5 append 

h6 append h7 

 

 

The Hash Technique (HT) used in this module use multiple hash function. The block matrix _R, _G, _B is a matrix 

of three dimensions of (16r × 16r × 3) byte by grouping the 3 parts ht_R, ht_G, ht_B resp. at_R, at_G, at_B each 

size (16r × 16r). The 12 outputs  are : ht_md45, ht_md45_xor, ht_md54, ht_md54_xor, ht_sha256, ht_sha256_xor, 

at_md45, at_md45_xor, at_md54, at_md54_xor, at_sha256, at_sha256_xor can also be simplified by a vector p 

formed by the elements p1 ... p12 

 

In the following figure, the parameters are :  

MD45: MD4 concatenated with MD5 on block matrices _R, _G, _B 

MD54: M5 concatenated with MD4 on block matrices _R, _G, _B 

SHA256: SHA 256 on block matrices _R, _G, _B 

MD45: MD4 concatenated with MD5 on the separated matrices _R, _G, _B followed by xor between them 

MD54: M5 concatenated with MD4 on the separated matrices _R, _G, _B followed by xor between them 

SHA256: SHA 256 on the block matrices _R, _G, _B followed by xor between them 
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Fig -7 One SHA-256 operation schema bloc 

3. Interpretation  

3.1 Performance of scrambling Technique  

 
The following results have been obtained through Matlab simulation. The parameters used for the evaluation of the 

selected algorithm are: the PSNR (Peak Signal to Noise Ratio),the  SSIM (Structural SIMilarity), the NPCR(Number 

of Pixel Change  Rate), the UACI (Unified Average Changing Intensity), the rxy (coefficient of correlation), the 

entropy and the response time of the algorithm.  

 The PSNR is a unit of distortion used for measuring in matter of digital images. The PSNR is defined by 

the following formula  :  
2

1010.log ( )
d

PSNR
EQM

                                                                                   (5)

 
d being the possible maximum  value for a pixel. In general d=255 and EQM is the average quadratic error defined 

by: 
1 1

2

0

0 0

1
( ( , ) ( , ))

m n

r

i j

EQM I i j I i j
mn

 

 

                                                               (6) 
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Fig -8 PSNR for HT and AT in SHT with r=16 

 

Interpreting :  

After HT and AT scrambling methods, the curve at the output gives the PSNR like in the Figure 8. The part red is 

most quiet better than the two other parts Green and Blue.  The PSN varies between 7.45 and 7.9. So, after the HT 

and AT, the transformed image still the properties of image’s PSNR.  The PSNR is used for measuring the proximity 

between the original image and the compressed image but it doesn’t consider the visual quality of the reconstruction, 

thus, is a simple objective measure for visual quality only. So the PSNR could affirm that the image transformed is a 

good quality visual.  

 
 The Structural Similarity ou SSIM is a reliable unit measurement for the similarity between two digital 

images. 

1 2 3

2 2 2 2

1 2 3

(2 )(2 )(2 ( , ) )
( , )

( )( )( )

X Y X Y

X Y X Y X Y

c c COV X Y c
SSIM X Y

c c c

   

     

  


    
                               (7) 

X , Y  being the average of X, Y; 
2 2,X Y   being the variance of X, Y; the covariance between X and Y; 1c , 2c , 

3c  the three values used to stabilize the division in case the value is too low. 

 
Fig -9 SSIM for HT and AT in SHT with r=16 

Interpreting :  



Vol-8 Issue-3 2022               IJARIIE-ISSN(O)-2395-4396 
   

16590 www.ijariie.com 534 

The SSIM is a similarity measure of the image. The similarity of the image on the Figure 9 is represented by 

logarithms using basis 10. .It shows that it less than  which is less than 1% of the similarity of the original 

image. AT with the blue component could even achieve until  wich is near the 0.001%. So; the AT and HT 

give a good confusion image which is near zero. So, there is no similarity between the image transformed and 

original image.   

 The NPCR is used to measure the percentage of pixels differentiating two given images. 

 
Fig -10 NPCR for HT and AT in SHT with r=16 

Interpreting :  

 The NPCR is defined by: 

/ /

,

1 1/ / 100%

H W
R G B

i j

i jR G B

D

NPCR
W H

 





                                  (8) 
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                                      (9) 
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W and H represent the width and the length of the image. 

Looking the difference pixel by pixel images, the scrambled image using AT and HT could achieve between 

99.1 and 99.6 difference. So, there are many pixesl which change between the result and original image.  

 

   UACI is the average value of two image light intensities. 
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Fig -11 UACI for HT and AT in SHT with r=16 

Interpreting :  

UACI using AT and HT is not so good due to it’s between 16.3 and 17.3%. The light intensity of the original 

image and scrambled image is also more similar and it makes easy for the attacker like DPA (Differential Power 

Analysis) method by analyzing the light intensity to recognize the image.  

 Coefficient of correlation is defined by : 

,

( , ) ( , )

( ). ( )
X Y

X Y

COV X Y COV X Y
r

V X V Y  
                                           (11) 

COV(X, Y) being the covariance between the random variables X and Y ;  ( ), ( )V X V Y  being the variance of X 

and Y ; ,X Y   the classical gap between X and Y. 

 The covariance is equal to the expectation of the product of the targeted variables. The covariance is 

defined by the following formula :  

( , ) [( [ ])( [ ])]COV X Y E X E X Y E Y                                      (12) 

E being the mathematical expectation;  X, Y being any random variables.  

 The variance is defined by the following formula :  
2( ) [( [ ]) ] ( , )V X E X E X COV X X                                        (13) 

E being the mathematical expectation;  COV being the covariance. 

 

The purpose of the covariance is to quantize the liaison between two random variables X et Y, so as to 

emphasize the aim of the liaison and its intensity. The coefficient of simple linear correlation of Bravais-Pearson (or 

of Pearson), as it is called, is a standardization of the covariance by the product of the classical variable gaps. The 

correlation varies between -1 and +1.   The nearer the extreme values they are, the more likely and the stronger the 

similarity between the variables is. The expression « strongly correlated » means that both variables are quite similar 

and that their correlation move towards 1. The expression « linearly independent » or « total absence of correlation » 

means that there is no correlation at all, thus no similarity between the two random variables. The expression 

« thorough correlation » means that the value of r  is 1 . 
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Fig -12 Correlation for HT and AT in SHT with r=16 

 

Interpreting :  

Like using with the SSIM, The Figure 12 also repesent  the absolute of the logarithm of the correlation. It shows that 

the correlation is less than  which is also near the 1%. So there is no correlation between the scrambled image 

and the original image.  

  The entropy binary is defined by the following formula:  

  



Xx

xpxpXH )(log)( 2

                                                                          

(14) 

 

X being a random variable composed by one and zero; the entropy binary measures the uncertainty relating to 

the result of the new key after SHT.  

 

 
Fig -13 Binary entropy for HT and AT in SHT with r=16 

Interpreting :  
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The binary entropy measure the disorder of the bit zeros and of the bit ones in the image code at binary. In Figure 

13, the AT and HT image has always the same binary entropy, it’s due the scrambling methods AT and HT modify 

only the position of the image not the value of this. The value of binary entropy is also not so good with value 

between 48.6% and less than 50%. So AT and HT give only a quiet good disorder scrambling methods. The entropy 

binary is maximal when the probability to have bit zeros and bit ones is identic and equal to 50%. In this, entropy 

will be 100%.  

3.1 Performance of Hashing Technique  
 

The selector uses the effective probability to select the best option. The effective probability is derived from the 

probability of extremity, probability of proximity, probability of a bit changed, probability of disorder and 

probability of penalties. All the curves studied use interpolation by Hermite polynomials as known as PCHIP 

(Piecewise Cubic Hermite Interpolating Polynomial). 

 

 Effective propability  

The effective probability is obtained by the formula selector formula combined with an optimization based on 

one bit changed. The selector is defined by :  

 

The algorithm needs optimization for having good performance. The schema bloc of the optimization is represented 

by the Figure 14. itself. The optimizer is used to increase the number of choices in the key by 256 times by changing 

only one bit in the key. Then, it possible to use a selector from option 4. The 12 optimized keys coming out of the 

PQC block will then be selected by the same selector of option 4. The Figure 14 shows the selector with 

optimization. 

 
Fig -14 Optimization and Selector 
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Fig 15a- Effective probability according to selection r = 16 

 

 
Fig -15b : effective probability according to selection r = 16 

Interpretation :  

By using r = 16, the effective probability optimized could achieve with probability by the extremity and probability 

of proximity more than 50%. This two parameter could be best at the same time. So the optimal value is near than 

50%. The optimal probability of bit change is always at 50% and the probability of entropy in case of disorder in the 

number of bits zero and number of bits one is near 100%. The Figure 15b is obtained by separating some parameter 

of the Figure 15a.  In this, the effective probability obtained by using all the probabilities cited are more than 80%. 

The new key generate will be very far the extremity of easy key to define, very far from the last key, a good 

probability of a bit changed and a good propriety of disorder.  

 Probability by the extremity: 

The brute force attack is to browse all the possibilities in a random way is not profitably compared to the orderly 

way. According to the logic as well, an opponent wanting to test all possible keys using the brute force algorithm 

always starts with 00...000 up to 11...111 using increases or starting with 11...111 up to 00 ...000 using decreases. 
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The closer the key is to 00 ... .000 or closer to 11 ... .111, the lower the probability of not detecting the key. 

 If the key is close to 0, the high-order one is difficult to detect. The probability of not detecting defined by: 

  

 

If the key is close to 1, the high-order zero value bit is difficult to detect. The probability is defined by: 

                                                                    (18) 

Using both approaches, the probability that the key is close to 00 ... 000 and 11 ... 111 is formed by the appearance 

of one of two formulas (2) and (3): 

 

Where n is the size of the key. 

prob_extr is the probability that key k will be close to the extremity 00 ... 000 or 11... 111 

The near function is defined as follows the formula (4) 

 

Fig -16 Extract of probability by the extremity using MD45 

Interpretation :  

At the optimal, the probability of signifies that it is too difficult to search for the key if the attacker use brute forcing 

to test to begin until the end of the possible key In the Figure 16, the probably vary between 50% to 100. So, all key 

is possible to be selected by the SHT.  For the 12 options of Hashing Technique Cryptography, the curve obtained is 

highly identic. 
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 Probability of proximity: 

The probability of proximity is summed up by the fact that the two keys: current key and next keys are all closer to 

one another. By imagining two specific keys to compare: 

 

The distance between the two bits is the subtraction between the two keys: 

 

To go from   resp.   is as going from    resp.  

(20) 

 

Fig -17  Extract of probability of proximity using MD45 

After the optimization, the probability of proximity also varies to 50% until 100%. Note that for one example of the 

12 selection, the choice will be the family of MD54 algorithm. The selector will choose one option the probability of 

the extremity is near the 50% and the probability of proximity is near 100% or the other options : the inverse.  

 bit probability changed : 

Assuming two keys , the probability of bit change is not good if it’s near to 256bits. So, it’s defined by :  

 

The xor operator can also check if two keys are not identical. But the key is not so good when the number of the bit 

change is near the 0 or near the 256 bits. The probability is maximum this probability is equal to 50%. 
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Fig- 18  probability of the changed bit using SHA 256 

Interpretation :  

The best parameter offered by the optimization is the probability of bit change. The number of bit change shouldn’t 

near the 0 bit or 256 bits. If the number of bits changed is zero, that means that the key is static. If the number of bits 

changed is 256, that means the next key is only obtained by not operator of the previous key. If an attacker chooses 

an attack like to change one, two … n bit of keys or the logic inverse attack, concerning not to change only one,two 

… n bits. The key will be defined easily. That why for all options of the Hashing Technique, the probability of bit 

change is always to 50%. 

 Binary Entropy: The entropy of the following key is defined by: 

 

 

 

Fig -19 Extract of binary entropy for SHA256  

Interpretation :  

The entropy binary specify that the new key is totally on disorder or it’s highly reparted. For having a best binary 

entropy signifies that the number of bits zero is the same of the number of bit ones. In SHT, the probability is nearly 

high the 100%.Chart of Selection 
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4. Conclusion  

The SHT is an algorithm used when the mobile want to authenticate on the network. After registration, the mobile 

and the operator change dynamically the random key of this. Before changing the key, the SHT is performed with 

the scrambling methods using the Arnold Transform and Hilbert Transform.  

The scrambled image will be hashed with multiple algorithms and the SHT selects the best key of them. After this, it  

is analyzed following the PSNR to make sure that the image has a good quality which is near 8 ;  SSIM to make sure 

that image not gives a high similarity between them which is near than 1% of similitude ; the NPCR to make sure 

that the pixel really change ; the correlation which is really good near than 1%. The other parameter doesn’t give a 

good quality like the binary entropy which is near the 50% only and the UACI  is also near 16% only.  

The Hashing algorithm permit gives a multiple key of 256bits wich will be used for the selector of the next dynamic. 

The optimized SHT is obtained by changing one bit each other after the 12 outputs obtained ny SHT. An attacker 

could test possibilities and crack the key using the begin until the end resp. the end until the start and could know the 

next key. The probability of extremity evaluate this first attack. The second attack could be the same as the first but 

not compared to the begin or end but compared to the precedent key. This attack could also be evaluated with the 

probability of proximity. The two parameters couldn’t be best at the same time. So, their value is between 50% and 

100% for each other. A third attack could be the change resp. not change only n bits of the keys. The probability of 

bit change specified that the algorithm has a best security if it is 50. The optimization also permits this best 

condition. Like last parameters of evaluation, the entropy specify the disorder of the bit zeros and bit one of the key. 

The probability binary of entropy could be achieved near 100% for this method. A chart representative permit to 

conclude the importance of the 12 algorithms on the Hashing Technique. All of them have a chance to be selected 

by the last selector of the SHT.  
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