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ABSTRACT  
  
A brain stroke is a serious medical emergency that can have life-altering or permanently crippling effects. Cell 

death due to inadequate blood supply to the brain causes it to happen. In India, the annual incidence of stroke 

stands at 141 per 100,000 people. Predicting early brain strokes has become increasingly challenging, requiring 

time-consuming assessments. Given the life-or-death nature of stroke diagnoses and prognoses, precision and 

accuracy are crucial. Machine learning techniques offer a means to predict stroke issues by analyzing extensive 

medical data. By leveraging a substantial dataset for training and testing, the study assesses the predictive 

capabilities of various machine learning methods. A few examples of these techniques are K-nearest neighbour, 

decision trees, logistic regression, SVMs, Random Forest, AdaBoost, and Bernoulli navie bayes. The research 

assesses the efficacy of the model by means of the F1 score, Accuracy, Precision, and Recall, which are extracted 

from the confusion matrix. A web application will be developed, enabling users to input relevant parameters. Using 

this Flask-based application, the model processes these parameters. This approach, powered by the most accurate 

and effective method, can predict the likelihood of strokes.  
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1. INTRODUCTION  

Acute focused injury to the central nervous system due to a vascular problem is the main cause of stroke, a 

neurological impairment. It is among the top causes of death and disability on a worldwide basis [1]. The total 

frequency in the United States is believed to be 2.5%, and over 7 million Americans over the age of 20 have 

experienced a stroke.  

A patient's health and well-being are severely diminished by the condition. The estimated damage to the US 

economy from 2014 to 2015 was $351.2 billion [2]. Hospital services and bed availability are also negatively 

affected. The two most common types of strokes are ischemic and hemorrhagic. In contrast to an ischemic stroke, 

which occurs when blood vessels in the brain get blocked, a hemorrhagic stroke occurs when a brain vessel breaks. 

Between eighty-five and ninety percent of strokes are caused by blocked arteries [3].  

A healthier population and more knowledge of the variables that put people at risk can avert this disease. Obesity, 

poor nutrition, excessive alcohol consumption, and insufficient physical activity are just a few of the numerous 

lifestyle-related risk factors [4]. Several preexisting conditions, such as diabetes, hypertension, and cardiovascular 
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problems, increase the risk of stroke. Stroke risk may be mitigated through the adoption of a healthy lifestyle and the 

self-management of certain illnesses.  

We released a guideline in 2019 from the American College of Cardiology and the American Heart Association. If a 

patient is at high risk of having an artery blockage, which could cause a heart attack, stroke, or death, the guideline 

suggests that they have a thorough evaluation and examination [5]. The availability of clinical data has greatly 

improved in recent years, allowing doctors to more accurately identify patients at high risk through methods such as 

comprehensive patient histories and comprehensive physical examinations. Factors in a patient's lifestyle (such as 

their food and level of physical activity), as well as their demographics (such as their age and gender), and any 

preexisting medical conditions (such as diabetes or hypertension) that could cause a stroke are all included in their 

medical records [5].  

Arterioles can get blocked and damage to blood arteries can build up over a long period of time, both of which 

increase the risk of stroke.  It would be much easier to avoid strokes in their early stages if doctors could quickly and 

simply evaluate the risks of stroke. Potentially lowering the financial strain on health care systems, this strategy 

might save lives.  

To help doctors diagnose patients at high risk of stroke in this age of artificial intelligence and machine learning, a 

clinical decision support system has been developed.  

The cardiovascular sector holds great promise for the application of machine learning methods, which could lead to 

improvements in areas such as stroke risk assessment [6,7] and post-treatment patient outcome prediction [8,9, 10]. 

The bulk of these studies rely on neuroimaging techniques, such as computed tomography and magnetic resonance 

imaging, or health habits and lifestyle variables, such as smoking or alcohol intake, to categorize or forecast the 

condition [11]. Conditions that are predisposing to strokes include hypertension and diabetes mellitus.  
 

  

2. LITERATURE REVIEW   

Stroke is a major public health concern since it affects both sexes equally, reducing quality of life and straining 

public health resources. Because of its widespread usage in illness prevention, AI is playing an essential part in the 

scientific community's top priority: developing models for predicting strokes so that they can be avoided. Stroke 

diagnosis models, treatment outcome and patient response prediction models, and tailored rehabilitation procedure 

designs have all been the subject of extensive study [12], [13], [14], [15], [16]. 

For instance, in their data mining system for ischemic stroke prediction, The Support Vector Machine (SVM) 

classifier achieved the best results, with an accuracy of 97.89% and an area under the curve of 97.83%, according to 

Arslan et al. [17], who analyzed data from 80 ischemic stroke patients and 112 healthy persons.  Finding the most 

important risk factors for ischemic stroke was another focus of the research.  The summaries of relevant articles are 

categorized based on their publication year, the dataset used, the algorithm applied, and the achieved accuracy, as 

illustrated in Table 1. 

 

In their study, the authors [28] investigate the challenges and potential biases of medical picture processing using 

deep learning systems. They propose many measures to enhance the explainability and trustworthiness of these 

algorithms, including visualization tools, feature attribution methods, and interpretable models. Reading this article 

will help you understand why it's crucial to make sure that deep learning algorithms used for medical image analysis 

are open and easy to understand for everyone involved.  
 

Table -1: Performance comparison of different models 

 

Ref Year DL Algorithm Dataset Performance 

[18] 2022 Eli5, LIME, AGB Kaggle Accuracy: 80% 

[19] 2022 

NB, LR, K-NN, 

SGD, DT, MLP, RF, 

Stacking 

Kaggle Accuracy: 80% 



Vol-10 Issue-2 2024                IJARIIE-ISSN(O)-2395-4396 

     

 

22861  ijariie.com 1022 

 

[20] 2022 
LR, RF, KNN, SVM, 

MLP 

Cerebral Stroke Prediction- Imbalanced 

Dataset (Kaggle) 

false-negative rate (18.60%), 

Accuracy (73.52%) 

[21] 2021 
AGB, LR, RF, KNN, 

SVM, MLP 
Hospitals in Bangladesh Accuracy: 98% 

[22] 2021 
LR, RF, KNN, SVM, 

MLP 

Geisinger Health Open- Source Data 

Set 
Accuracy: 95% 

[23] 2020 DT and ID3. HealthCare Dataset Accuracy: 98% 

[24] 2021 LR, RF, SVM 
The open-access Stroke Prediction 

dataset 
Accuracy: Random forest: 96% 

[25] 2021 Rf, LR, and DT HealthCare Dataset Accuracy: KNN: 95% 

[26] 2022 NN, DT, and RF EHRs by McKinsey & Company Accuracy: NN: 77% 

[27] 2019 RF, DT, and RF Healthcare Dataset Stroke 
RF:90%, DT:79%, SVM: 77%, 

LR:77%. 

  

3. METHODOLOGY 

 

3.1 Proposed system  

 

Figure 1 illustrates the proposed system's architecture. 

 

 
 

Fig -1: Block diagram of proposed system 

The operational concept of the proposed system for identifying brain strokes is depicted in Figure 2. 

A.Dataset 

We acquired a dataset from Kaggle initially comprising 5110 samples; however, it contained nonrelevant entries 

unrelated to strokes. Subsequently, we curated a new dataset, totaling 159 kilobytes, which consists of 2870 samples. 

This dataset encompasses 11 features such as gender, age, hypertension, smoking status, and more. Among these 

2870 samples, 996 instances are associated with strokes, while the remaining 1874 samples are categorized as non-

stroke cases. 

B. Data preprocessing  

After compiling the dataset, an evaluation was conducted to identify and address the presence of null values. These 

null values were subsequently replaced with the mean value corresponding to each respective feature. Additionally, 

an analysis focusing on outliers in the BMI feature was carried out, and any outliers detected were substituted with 
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the mean value to ensure data consistency. Subsequent to this, a scrutiny of the data types for each feature was 

performed, leading to the conversion of object data types to integer types. 

 

 
 

Fig -2: Flow chart for proposed method 

 

C. Model Training  

 

Trained the following machine learning algorithms: KNN, Naïve Bayes, Decision Tree, Logistic Regression, and 

Random Forest. KNN, a proximity-based technique, was used throughout the model training phase. Finding the 

most common class among a data point's k-nearest neighbours in the feature space is how this method sorts them. In 

order to train the models, we used the Random Forest algorithm, which is an effective ensemble method. The 

method relies on training a network of decision trees and then producing a single class that is the mean of all the 

classes predicted by those trees. The training method included the widely used linear model, Logistic Regression. If 

you want to know what the odds are that a given sample belongs to a certain class, this approach can handle binary 

classification problems well.  

The Decision Tree algorithm played a crucial role in model training. This method recursively splits the dataset into 

subsets based on the most discriminative features, constructing a tree-like structure to facilitate classification. 
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Naive Bayes, a probabilistic algorithm, was included in the model training phase. Leveraging Bayes' theorem, it 

calculates the probability of each class for a given set of features, assuming independence among features—a 

simplifying yet effective assumption in practice. 

 

4. RESULTS AND DISCUSSION 
   

The results are shown in Table 2, and it is evident that Random Forest algorithm achieves the highest level of 

accuracy. 

 

Table -2: Classification accuracy for data leakage and no data leakage 

 

Algorithms Data Leakage No Data Leakage 

Random Forest 90.36 82.23 

Logistic Regression 80.18 74.35 

Support Vector Machine 80.18 74.65 

K Nearest Neighbours 86.74 81.61 

Naïve Bayes 76.03 71.26 

Decision Tree 89.02 83.43 

 

In an ideal world, it would have a score of 90.36 percent; in an actual data leak scenario, it would be 82.23%. 

Among all methods, Decision Tree has the second-best performance, with accuracy ratings of 83.43% when data 

leakage is present and 89.02% when it is not. 

 

 

 
Fig -3: Accuracy Graph for all ML models. 

Random Forest and Decision Tree consistently beat the other approaches, as shown in Figure 3, independent of the 

presence or absence of data leaking. Naive Bayes has the worse accuracy ratings in both cases. Since the difference 

between accuracy ratings with and without data leakage is often minor, it might not be a huge concern for this 

particular dataset and combination of algorithms. 
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Fig -4: Precision Value for all ML models. 

 

As demonstrated in Figure 4, RF possesses the greatest precision values for both classes, with a 0.93 for class 0 (No) 

and 0.88 for class 1 (Yes). The precision values of LR and KNN are similarly high for class 0 (No): 0.81 and 0.92, 

respectively. When it comes to class 1 (Yes), NB's precision of 0.74 is the lowest of the two classes. 

 

 
 

Fig -5: F1-score for all ML models. 

 

Both DT and RF had the highest F1-scores in every class (Figure 5), with DT topping Class 1 and RF topping Class 

0. Both categories rank NB bottom in terms of F1-score. Plotting the results for each class allows for an easy visual 

comparison of the models' performance. 
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Fig -6: Recall Values for all ML models. 

 

Recall scores for both classes are highest for the RF and DT models (Figure 6), with the former having the best score 

for Class 0 and the latter for Class 1. Recall ratings for both classes are lower for KNN and SVC models compared 

to LR and NB, which show higher variation. Also figure 7 shows the ROC of different models.   The comparative 

analysis of different  proposed models is shown in  table 3. 

 

 
 

Fig -7: ROC of different models 

 

 

 

 

 

Table -3: Comparative analysis of proposed models 

 

Model Name Accuracy (%) Precision (%) F1-Score (%) Recall (%) ROC (%) 

Logistic 

Regression 
74.56 62.12 62.76 63.40 71.83 

SVM 74.39 62.26 65.25 71.13 73.59 
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KNN 78.92 64.31 73.05 84.54 80.29 

Decision Tree 92.16 81.17 89.61 100 94.08 

Random 

Forest 
94.43 85.84 92.38 100 95.79 

Logistic 

Regression 
74.56 62.12 62.76 63.40 71.83 

SVM 74.39 62.26 65.25 71.13 73.59 

AdaBoost 75.78 62.79 66.01 69.59 74.27 

BNB 69.51 58.26 43.37 34.54 60.95 

 

 

 
 

Fig -8: Early prediction 
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Fig -9: Stroke risk 

 

 
 

Fig -10: No Stroke risk 

Figure 8 shows Early detection of brain using machine learning methods. And figure 9 shows the warning when you 

have diagnosed with stroke risk. When there was no risk, it will become don’t worry and was shown in figure 10. 
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5. CONCLUSION 

 
Finally, there have been encouraging outcomes from the creation and testing of machine learning models for making 

early predictions of brain strokes. In this work, we used a variety of algorithms to identify potential risk factors for 

stroke. These algorithms included KNN, Random Forest, Logistic Regression, Decision Tree, and Naive Bayes. The 

careful preprocessing of the dataset, addressing null values, outliers, and data type considerations, contributed to the 

robustness of our models. As evidenced by metrics such as F1 score and ROC analysis, our models showcase a 

meaningful step forward in enhancing stroke prediction capabilities. 
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