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ABSTRACT 
  Extracting and Mining information from massive data collection is to be a great challenge nowadays. The 

interest in huge volume of data collection has increased exponentially due to their needs. So the size of the data as 

well as the computational complexity also increased. In order to reduce the space and time complexity, we are going 

to implement shuffling and sorting strategies in inverted index compression and also association rule mining. Thus 

the above strategies propose a new framework which improves the efficiency and solve the problem of space and 

time complexity. 
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1. INTRODUCTION  

Data mining is mainly used for analyzing data from huge volume of data collection. It is an analytical tool 

for analyzing data. It allows users to identify the relationships between data in different perspective. It finds out the 

frequent pattern form large scale databases. Data mining is mainly used for many organization who focusing the 

customer strongly in nature. It is used to determine the impact on sales with customer satisfaction, and corporate 

profits. Data mining concepts used to find out the sales performance in an accurate way. Based on that many 

organizations can improve their sales in marketing. 

2. EXISTING WORK 

The algorithm was proposed by Agrawal and srikant in 1994. It is one of the algorithms which is used to 

find the frequent itemset. Aprori is implemented by using bottom up approach where frequent subset is extended one 

at a time. BFS and hash tree structure are used to count the candidate itemset. For the length of K itemset the length 

of k-1 candidate itemset will be generated. Then it will delete the candidate which have infrequent pattern the 

drawback of apriori is that it consumes more space in the database and to generate the candidate item set it requires 

more computation to scan the database   

 

3. PROPOSED WORK 
As we mentioned earlier in this paper, we are not going to implement new algorithm. We are going to 

implement the existing data structure in the association rule mining which is uses the combination of following. 

 

1) Shuffling Strategy 

2) Mapping Strategy   

 

3.1 Shuffling Strategy 

The concept of shuffling strategy is used for grouping the similar data items. The data which contains the 

similar value stored under a common name. Here we are using Inverted Index mapping to find the index value for 

the similar data items.  
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3.1.1 Inverted Index Mapping 

Inverted Index Mapping is also called as centralized data structure in information retrieval.  The Inverted Index 

Mapping is an efficient technique to retrieve the data from database. There are two major benefits of Inverted Index 

Mapping they are given below 

1. Increasing the efficiency of usage of cache memory: 

In our project we consider the super market inventory system each similar product should have a unique index 

value. The frequent items are stored in database by using an index value. If we need to retrieve some data from data 

base, we need not to scan the entire data base and we can get the required information with the help of that index 

value. Because of this scheme we can consume lesser time rather than normal search and retrieval of data or 

information. As a result, we can reduce the response time of information retrieval.  

2. Transfer data from disk to memory: 

With the help of inverted index compression, the size of the data also reduced. The time taken for transfer the 

uncompressed data from disk to memory is higher than the transferring compressed data from disk to memory.  

3.2 Mapping Strategy 

The concept of sorting is to store the unique value which contains the similar data and it can be done using 

RLE compression. 

3.2.1 RLE compression 

The compression procedure that we are using is RLE compression. The abbreviation of RLE compression 

is Run Length Encoding. It is a lossless compression algorithm which compresses the value of similar data. The 

purpose of RLE compression in our project is to reduce the size of the data cells in the data base. The similar values 

are stored under a common name so that the usage of data cells is reduced in our project. The simplification of the 

data is done using the RLE compression. The advantage of RLE compression is easy to implement and it reduces the 

repetitive data in the database. 

4. ARCHITECTURE DIAGRAM 
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5.  EXPERIMENTAL RESULTS 

When compared to previous algorithm, the inverted index compression and association rule mining 

improves the efficiency through solve the problem of space and time complexity. The space complexity is reduced 

by mapping the similar value and the time complexity is reduce by assigning unique index value for each data.by 

assigning unique index value the value can be retrieved easily. 

 

The above graph shows the difference between the space allocation between two algorithms. Inverted index 

compression occupies less space compared to the apriori algorithm. 

 

The above given graph used to display the difference between the computational time of the both 

algorithm. The graph shows that Inverted Index Mapping requires less computational time compared to the Aprori 

algorithm. 

 

6. CONCLUSIONS  
In this paper we proposed a data structure that simplifies and reorganize the data which utilizes the data 

storage effectively. In this algorithm instead of storing all the data into a single table we are maintaining separate 

table for each product and assign the unique index value. The space complexity is reduced by avoiding the unwanted 

entries in the database. The mapping of data is based on the unique index value. By assigning the index value the 

data can be retrieved easily so the computational complexity also reduced here. 
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