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Abstract 
  In Existing social networking services recommend friends to users based on their social graphs, which 

is not appropriate to reflect a user’s preferences on friend selection in real life. We present a semantic-based 

friend recommendation system for social networks in which friends are recommended to user according to their 

life styles instead of social graphs. By using friend matching graph algorithm, a friend matching graph is being 

generated which shows/measures  similarity of life styles between users, and recommends friends to users if 

their life styles have high similarity. By using text mining, we track user’s daily life as activity documents, from 

which his/her life styles are extracted by using the Latent Dirichlet Allocation algorithm. We also propose a 

similarity metric to measure the similarity of life styles between users, and rank the user based on their friend 

life style high similarity friend matching graph. After receiving a request, Friend recommendation system 

returns a list of people with highest recommendation scores to the query user. Finally, Friend Recommendation 

System integrates a feedback mechanism to further improve the recommendation accuracy. 

 

Keywords- Friend Recommendation system, Life extraction analysis system, feedback control, matching 

graph, Recommend Friend. 

 

1. INTRODUCTION  

Existing social networking services recommend friends to users based on their social graphs, which 

may not be the most appropriate to reflect a user’s preferences on friend selection in real life. In this paper, we 

present Friend, a novel semantic-based friend recommendation system for social networks, which recommends 

friends to users based on their life styles instead of social graphs. By taking advantage of web based, Friend 

discovers life styles of users from user-centric sensor data, measures the similarity of life styles between users, 

and recommends friends to users if their life styles have high similarity. Inspired by text mining, we model a 

user’s daily life as life documents, from which his/her life styles are extracted by using the Latent Deric let 

Allocation algorithm. We further propose a similarity metric to measure the similarity of life styles between 

users, and calculate users’ impact in terms of life styles with a friend-matching graph. Upon receiving a request, 

Friend returns a list of people with highest recommendation scores to the query user. Finally, Friend integrates a 

feedback mechanism to further improve the recommendation accuracy. We have implemented Friend on the 

online web based system, and evaluated its performance on both small-scale experiments and large-scale 

simulations. The results show that the recommendations accurately reflect the preferences of users in choosing 

friends. 

 

1.1 EASE OF USE 

A. Problem definition 

A friend Recommendation System for Social Network, which recommends friend to user based on their life 

styles and rank the friends according to their daily activities performed. System also identifies the fake accounts 
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and notify the friend accordingly. In case of wrong user identification, system provides users to clarify 

himself/herself in the form of feedback control. 

B. Scope 

We can recommend a friend based on their life styles for social networking sites. Modules of the system will 

include life style extraction, friend matching graph ,query and friend recommendation and feedback control. 

System will update the friend list as per the user response. System also identifies fake account and notifies the 

friends 

2. SYSTEM ARCHITECTURE 

Following are different modules in the proposed system. 

1. Life style extraction 

2. Life style analysis 

3. Generation of friend matching graph 

4. Friend recommendation 

5. Feedback control 

 

 

Fig-1: System architecture of Friend Recommendation System  

 

 

C. Life style extraction 

This module is intended for data collection from the different users. Extract the keywords from the data 

which can be used for life style analysis. This data can be collected from different aspects like life style 

activities etc. of the user. 

 

D. Life style analysis  

This module will analyse the data collected by previous module. The analysis can be in the form of counting 

the frequency of getting particular word in use by user, the users work activities etc. based on that we can 

connect the users with similar life style. 
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E. Generation of friend matching graph 

To characterize the relations among users, system will generate the friend matching graph to represent the 

similarity between their life style and how they influence other people in the graph. In particular we will use the 

link weight between two users to represent the similarity of their life styles. Based on the friend matching graph, 

we can obtain a user's affinity reacting how likely this user will be chosen as another user's friend in the 

network. 

 

F. Friend recommendation  

This module will recommend friends to the users by analysing friend matching graph. 

 

G. feedback control 

To support performance optimization at runtime, we will implement a feedback control mechanism. Server 

generates a  reply in response to a query; the Feedback mechanism allows us to measure the satisfaction of 

users, by providing a user interface that allows the user to rate the friend list. 

 

2.1 LIFE STYLE EXTRACTION USING LDA 

Given the life documents of all users, Eq. 1 can be further represented as a matrix decomposition problem. 

     p(w│d) = p(w│z)p(z│d)                               (1) 

 where p(w│d) = [p(w│d1),p(w│d2),..,p(w│dn)] is the activity-document matrix as shown in  containing the  

probability of each activity over each life document, and p(w│dk) = [p(w1│dk), p(w2│dk),…,p(wW│dk)]
T
 is the  

kth column in the activity-document matrix representing the probabilities of activities over the life document dk  

of user k; 

p(w│z) = [p(w│z1), p(w│z2),.., p(w│zZ)] is the activity topic matrix as shown in Figure 5 representing 

the probability of each activity over each life style (topic), and p(w│zk) =[p(w1│zk),p(w2│zk),..,p(wW│zk)]
T
 is 

the kth column in the Activity-topic matrix representing the probabilities of activities over the life style zk; 

p(z│d) = [p(z│d1); p(z│d2),.., p(z│dn)] is the topic document matrix as shown in Figure 5 containing the 

probability of each topic over each life document, and p(z│dk)= [p(z1│dk),p(z2│dk),.., p(zZ│dk)]
T
 is the kth 

column in the topic-document matrix representing the probabilities of life styles over the life document dk of 

user k.  

The above matrix decomposition problem is actually the Latent Dirichlet Allocation (LDA) model. We 

use the Expectation Maximization (EM) method to solve the LDA decomposition, where the E-step is used to 

estimate the free variational Dirichlet parameter  and ɤ parameter ɸ in the standard LDA model and the M-step 

is used to maximize the log likelihood of the activities under these parameters. 
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After the EM algorithm converges, we are able to calculate the decomposed activity-topic matrix. Readers are 

referred to for more details of the LDA algorithm and alternative decomposition approaches. It is worth noting 

that since our system uses unsupervised learning algorithms to recognize activities and the topic model to 

discover life styles, the derived “activities” (Multinomial or cluster centers from the K-means algorithm) or 

“topics” do not carry physical meanings. As mentioned in, such meaning can be estimated via the additional step 

of comparing the topic activations to the actual structure of the subject’s day and then identifying topics that 

correspond to possible daily routines. In Friend, since we are to only compare “similarity” in activities or topic 

patterns, there is no need to infer the physical meaning of each cluster center or topic. On the other hand, not 

revealing the actual physical meaning of activities and topics also has advantages from the perspective of 

preserving privacy. 

 

2.2 SIMILARITY METRIC 

We define a new similarity metric to measure the similarity between two life style vectors. Let Li = 

[p(z1│di),p(z2│di),.., p(zZ│di)] and Lj = [p(z1│dj), p(z2│dj),..,p(zZ│dj )] denote the life style vectors of user i and 

user j, respectively. We argue that the similarity is not only affected by their life style vectors as a whole, but 

also by the most important life styles, i.e., the elements within the vector with larger probability values, also 

known as the dominant life styles. We also argue that two users do not share much similarity if majority of their 

life styles are totally different. Therefore, the similarity of life styles between user i and user j, denoted by S(i,,j), 

is defined as follows: 

S(i, j) = Sc(i, j) . Sd(i, j) 

where Sc(i, j) is used to measure the similarity of the life style vectors of users as a whole, Sd(i, j) is used to 

emphasize the similarity of users on their dominant life styles. We adopt the commonly used cosine similarity 

metric for Sc(i, j), that is, 

 Sc(i, j) = cos(Li, Lj) 

In order to calculate Sd(i, j), we first define the set of dominant life styles of a user. 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 2: Friend recommendation 

Input: The query user i, the recommendation coefficient β 
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and the required number of recommended friends from the system p. 

Output: Friend list Fi. 

1. Fi←Ø, Q←Ø. 

2. extracts i’s life style vector Li using the LDA algorithm.  

3. for each life style zk the probability of which in Li 

is not zero do 

4. put users in the entry of zk into Q 

5. end for 

6. for each user j ≠ Q do 

7.  S(i, j) ← 0 

8. end for 

 9. for each user j in the database do 

10. Ri(j) = βS(i, j) + (1-β)rjk 

11. end for 

12.  Sort all users in decreasing order according to Ri(j) 

put the top p users in the sorted list to Fi                                

      

2.3. FEEDBACK CONTROL 

To support performance optimization at runtime, we also integrate a feedback control mechanism into Friend. 

After the server generates a reply in response to a query, the feedback mechanism allows us to measure the 

satisfaction of users, by providing a user interface that allows the user to rate the friend list. Let ŕ denote the  

impact ranking vector calculated from the feedback of users. Here, ŕ = [_ŕ (1), ŕ(2),.., ŕ(n)]
T
 where n is the 

number of current users of the system. Let ŕ(i, j) denote the score that user j rates user i. Then we have: _r(i; j) 

=( r(i; j) if user j rates user i. r(i)  where the second equation in  means that the feedback score is equal to the 

original score if user j does not rate user i. This may commonly occur when the user does not know the persons 

being recommended especially when our system becomes very large. Based on  we define the impact ranking of 

user i influenced by the feedback of users as follows: 

ŕ (i) = ŕ(i, j)/n                                

which takes the feedback of all users into consideration. Finally, the original impact ranking vector R calculated 

from the friend-matching graph is updated as follows: 

r = ᶑr + (1 -ᶑ) ŕ 

Where ᶑ is named as confidence factor and. The final impact ranking vector considers both the influence of 

friend-matching graph and the feedback from users. When ᶑ > 0:5, the friend-matching graph dominates the 

impact ranking, however, when ᶑ < 0:5, users’ feedback will significantly affect the impact ranking. In this way, 

the system takes users’ feedback into consideration to improve the accuracy of future recommendations. 

 

3. CONCLUSION 

This System presents the design and implementation of Friend Recommendation System based on Semantic. 

Different techniques are proposed which are not used previously, so this system extracts life styles from user-

centric data collected from the user's activities and recommendation potential friends to users if they share 

similar life styles. The results will prove that the recommendation accurately react the preferences of user in 

choosing friends. 
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