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ABSTRACT 

 
Elasticity is undoubtedly one of the most striking characteristics of cloud computing. Especially in the area of high 

performance computing (HPC), elasticity can be used to execute irregular and CPU-intensive applications. 

However, the on- the-fly increase/decrease in resources is more widespread in Web systems, which have their own 

IaaS-level load balancer. Considering the HPC area, current approaches usually focus on batch jobs or 

assumptions such as previous knowledge of application phases, source code rewriting or the stop-reconfigure-and-

go approach for elasticity. In this context, this article presents HPCElastic:Automatic resource elasticity model for 

HPC in the cloud. Its differential approach consists of providing elasticity for high performance applications 

without user intervention or source code modification. The scientific contributions of AutoElastic are twofold: (i) an 

Aging-based approach to resource allocation and deallocation actions to avoid unnecessary virtual machine (VM) 

reconfigurations (thrashing) and (ii) asynchronism in creating and terminating VMs in such a way that the 

application does not need to wait for completing these procedures. 
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1. INTRODUCTION 

AutoElastic, is an elasticity model that focuses on high performance applications. Elasticity is an essential principle 

for the cloud model because it not only provides efficient resource sharing among users but also makes it feasible to 

have a pay-as- you-go computing style. Current state-of-the-art shows that the most common approach for elasticity 

is the replication of stand-alone virtual machines (VMs), when a particular threshold of a given metric or 

combination of metrics is reached The load balancer maintained by the cloud provider manages the service calls 

(which are usually identified by URL or IP address) and redirects demands for the most suitable replica. 

 

 

2. LITERATURE REVIEW 

 
The manual approach is especially common in private clouds. Users can develop their own application for 

monitoring services that run on VMs, launching elasticity actions when necessary. However, some middleware, such 

as Amazon AWS, Windows Azure and Nimbus, configurable subsystems for serviceprovide con monitoring and 

elasticity management. Users must complete the rules and the limits of a metric to be monitored as well as the 
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conditions and actions for reconfiguration. AWS providesand actions for recon an API and a graphical tool for 

these tasks. The monitoring is performed by CloudWatch, and the elasticity itself is managed reactively by 

Autoscaling 

 

3. WORKING 
 

 

  
Fig -1: Architecture Diagram 

CLOUD COMPUTING is a kind of internet based computing that provides shared processing resources 

and data to computers and other devices on demand. It is a model for enabling ubiquitous , on demand 

access to shared pool of configurable computing resources which can be rapidly provisioned and released 

with minimal management effort In this context, this work presents AUTOELASTIC, a PaaS-level 

elasticity model for HPC in the cloud. 
 

3. SUMMARY 

CLOUD COMPUTING is a kind of internet based computing that provides shared processing resources 

and data to computers and other devices on demand. It is a model for enabling ubiquitous , on demand access to 

shared pool of configurable computing resources which can be rapidly provisioned and released with minimal 

management effort. ELASTICITY is undoubtedly one of the most striking characteristics of cloud computing. 

Especially in the area of high performance computing (HPC), elasticity can be used to execute irregular and CPU-

intensive application.. 

 

 

 

4. CONCLUSION 

 In brief, Auto Elastic self-organizes the number of virtual machines without any user 

intervention, providing benefits for both the cloud administrator (better energy consumption and 

resource sharing among the users) and the cloud user (application performance and overhead 

when migrating to the cloud). It is a model for enabling  ubiquitous , on demand access to shared 

pool of configurable computing resources which can be rapidly provisioned and released with 

minimal management effort.The Auto Elastics model for applications matches the socket-

programming style that is offered by MPI-2, in which new processes can be easily added or 

removed, connected and disconnected, from the parallel computation. 
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