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ABSTRACT 

Cloud computing a new paradigm in the field of distributed  computing after Grid computing. Cloud computing 

seems to me more promising in term of request failure, security, flexibility and resource availability. Its main 

feature is to maintain the Quality of service (QoS) provided to the end user in term of processing power, failure 

rate and many more .So Resource management and request scheduling are important and complex problems in 

cloud computing, Since maintaining resources and at the same time scheduling the request becomes a complex 

problem due to distributed nature of cloud. Many algorithms are been proposed to solve this problem like Ant 

colony based, cost based, priority based algorithms but all these algorithm consider cloud environment as non 

fault, which leads to degrade in performance of existing algorithms. So a load and fault aware  Honey Bee 

scheduling algorithm is proposed for cloud infrastructure as a service(IaaS). This algorithm takes into 

consideration fault rate and load on a datacenter to improve the performance and QoS in cloud IaaS 

environment 
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 1. INTRODUCTION 

 
With the evolution of cloud and grid computing distributed system and distributed computing has shown a great 

benefit to the industry and society by providing the services which are cheaper and more reliable. With grid 

computing we only have the benefit of computing the bigger task in smaller span of time, but with cloud 

computing any task can be computed easily, much faster by using the computation power of server and in more 

secure way. Cloud computing is best example of Distributed computing. It have all the properties of distributed 

systems namely atomicity, consistency, isolation and durability. It provides all type of services that may be 

software or platform based or simply hosting services. Services provided by cloud can be classified into three 

categories SaaS (Software as a service), PaaS (Platform as a service), IaaS[1]. SaaS provides services over cloud 

in terms of applications which are used to process data. 

Cloud IaaS has the four basic features which are as follows [1]: 
 
1. Pay per Use: Traditionally organizations procure their own computing resources  to build IT infrastructure 

to archive their business goals. Cloud computing will change this trend in building IT infrastructure through 

providing infrastructure as a service. Cloud computing allows quick implementation of computing 

resources without huge amount of upfront capital investment [1].  

 

2. Elastic Computing: In the model of cloud computing, computing resources form a shared pool, in which a 

resource can join and depart from the pool dynamically. Users request the resources on demand, and return 

the resources to the pool after competition of use. The resources can be re-allocated to other users. Elastic 

computing feature supports high scalability of computing resources in cloud computing environ ment.  

 

3. Virtualization: All types of computing resources can be virtualized with the  development of cloud 

computing technology. VLAN is an example of network virtualization. Server virtualization is the most 

common virtualization type in computing resources and supported by most all cloud product vendors. 

Distributed file system often use storage virtualization to tackle with the heterogeneous storage devices.  
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4. Cost: It plays an important role in cloud computing, because as the definition of cloud says that it will 

provide the service at cheaper rates.  

 
But the main problem over cloud IaaS is resource management and request scheduling because in this the VM 

once allocate and running runs for long span of time. So we need to allocate resources in such a way that the 

request is fulfilled at least cost and highest quality of service which can be provided to a user.There are many 

cloud IaaS frameworks that provide cloud computing services and virtualization servic es to the user like 

OpenNode [11], CloudStack [9], Eucalyptus [8], CloudSigma [10], EMOTIVE(Elastic Management of Tasks in 

Virtualized Environments) and Archipel.Many solution have been proposed over the time based on priority, 

cost, rank based which is used in OpenNebula and round robin and power aware scheduling algorithm used in 

Eucalyptus and many more. But they do not take in to consideration the QoS parameters of the datacenters like 

fault rate, initialization time, MIPS and many more. So here a QoS aware honey bee algorithm is proposed to 

provide higher QoS to the user and at the same time taking into consideration least cost to be  provided to the 

user. 
 

 

2. RELATED WORK 

 
 
Load balancing is an approach to reducing energy consumption and improving utilization of hosts. Babu  L.D et 

al. [2] have proposed a load balancing technique to balance the load and priorities of tasks that removed from 

heavily loaded VMs. This technique is based on behavior of honey bee foraging strategy and improves the 

overall throughput of processing and reduces the response of time of VMs. However authors have not 

investigated the power consumption. 

 

Dalapati et al. [3] have proposed a Green scheduling algorithm that optimizing power consumption in cloud 

computing. It uses bee colony algorithm for service rescheduling and ant colony algorithm for power 

consumption management. In contrast, in this paper we use bee colony algorithm for detection of over utilized 

hosts and for the VM selection we use MMT. 

 

 Beloglazov et al. [9] have presented an architectural principles for energy aware management of clouds. 

Moreover, they proposed energy-efficient resource allocation policies and scheduling algorithms. However, 

because of the fact that they used fixed utilization thresholds, this approach may not  be efficient for the cloud 

computing environments. In their morerecent work [4], Beloglazov et al. have proposed an adaptive heuristics 

for dynamic consolidation of VMs based on analysis of historical data from the resource usage by VMs. This 

algorithm reduce the energy consumption. Authors propose algorithms like Median Absolute Deviation, 

Interquartile Range, Local Regression (LR) and Robust Local Regression for host overloading detection. 

Moreover, for the VM selection they use The Minimum Migration Time policy, The Random Choice Policy and 

Maximum correlation policy. 

 

Based on their algorithm after the detection of overloaded hosts and select VMs to migrate from these hosts, 

system finds the host with the minimum utilization and if it is possible tries to place the VMs from this host on 

the other hosts while keep them not overloaded and when all the migration have been complete switch host to 

the sleep mode. If this cannot be accomplished, the host kept active. This process is iteratively repeated for all 

host except the overloaded hosts. Whereas we have a same approach for underutilized hosts and VM selection 

policy (MMT), our host overloading detection methods are different and we are using artificial bee colony 

algorithm (ABC) to detect over utilized hosts. Yao et al. [5] have presented a load balancing mechanism based 

on artificial bee colony algorithm (ABC). Authors propose an improved artificial bee colony algorithm to 

increase the system throughput. However, they did not investigate the energy consu mption or SLA violation. 

 

 

3. HONEY BEE FORGING BEHAVIOUR 

 
A colony of honey bees can extend itself over long distances (over 14 km) and in multiple directions 

simultaneously to harvest nectar or pollen from multiple food sources (flower patches). A small fraction of 

the colony constantly searches the environment looking for new flower patches. These scout bees move 

randomly in the area surrounding the hive, evaluating the profitability (net energy yield) of the food sources 

encountered. When they return to the hive, the scouts deposit the food harvested. Those individuals that 
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found a highly profitable food source go to an area in the hive called the “dance floor”, and perform a ritual 

known as the waggle dance. Through the waggle dance a scout bee communicates the location of its 

discovery to idle onlookers, which join in the exploitation of the flower patch. Since the length of the dance 

is proportional to the scout’s rating of the food source, more foragers get recruited to harvest the best rated 

flower patches. After dancing, the scout returns to the food source it discovered to collect more food. As long 

as they are evaluated as profitable, rich food sources will be advertised by the scouts when they return to the 

hive. Recruited foragers may waggle dance as well, increasing the recruitment for highly rewarding flower 

patches. 
[7]

 

Bee system consists of two essential components:  

• Food Sources  

           The value of a food source depends on different parameters such as its proximity to the nest, 

richness of energy and ease of extracting this energy.  

• Foragers  

           Unemployed foragers: If it is assumed that a bee have no knowledge about the food sources 

in the search field, bee initializes its search as an unemployed forager. There are two possibilities for an 

unemployed forager:  

          Scout Bee: If the bee starts searching spontaneously without any knowledge, it will be a scout 

bee. The percentage of scout bees varies from 5% to 30% according to the information into the nest. The 

mean number of scouts averaged over conditions is about 10% (Seeley, 1995). 
 

           Recruit: If the unemployed forager attends to a waggle dance done by some other bee, the bee 

will start searching by using the knowledge from waggle dance.  

                     Employed foragers: When the recruit bee finds and exploits the food source, it will raise to be 

an employed forager who memorizes the location of the food source. After the employed foraging bee loads a 

portion of nectar from the food source, it returns to the hive and unloads the nectar to the food area in the 

hive. There are three possible options related to residual amount of nectar for the foraging bee.  

                      If the nectar amount decreased to a low level or exhausted, foraging bee abandons the food 

source and become an unemployed bee.  

                     If there are still sufficient amount of nectar in the food source, it can continue to forage without 

sharing the food source information with the nest mates  

                     Or it can go to the dance area to perform waggle dance for informing the nest mates about the 

same food source. The probability values for these options highly related to the quality of the food source.   
 

 
4.  PROPOSED WORK 

 
As from above scheduling algorithms they only take into consideration either the power or simple resource 

allocation algorithm, to overcome that and map them to real paradigm the cost based algorithm was proposed 

and rank based algorithm were proposed[1][2]. 

 
Fig. 1. Ant Colony System Architecture 

 

 

The proposed algorithm is as followed 
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Fig 2. Proposed Flow Chart 

 

 

 

 

The steps in the proposed algorithm are as below 

1. Start the AWS EC2 and login in and after that pair the key. If the key is correct then create instances and if 

key is wrong then generate new key and again login 
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2. After instances are created assign volume to them and then create load balancer and set number of 

cloudlets 

3. Assign initial load on VM=null and then send first request by cloudlet 

4. Generate scout for each VM 

5. Send the request. It will check whether the current load is <= to threshold  value or not  

6. If it is less than or equal to threshold value then it will asssign task to current   Vm or it send scout to find 

new VM randomly 

7. After that it will check whether all scout have searched all VM 

8. If yes then it will assign task to VM which has min. load or If no then again   it will check whether current 

load is <= threshold or not 

9. After that it will calculate cost  

 

 

Formulas For Calculating 
 

 

1. Capacity of a VM, m is, 

                             Ci =peni×pempi+VMbwi (1) 

Where peni is the number of processors in VMi, pempi is millions of instructions per second of all processors 

in Vmi and VMbwi are the communication bandwidth ability of Vmi 

2. Capacity of all VMs, 

                                  C = C1+C2+........Cn (2) 

3. Load on a VM m is, 

Total length of tasks that are assigned to a VM is called load, 

                                    Lvmi,t=N(T,t)/S(Vmi,t)  (3) 

Load of a VM at time t can be calculated as the Number of tasks at time t on service queue of VMi divided by 

the service rate of VMi at time t. 

4. Load of all VMs, 

                                     L = Lvm1+Lvm2+.........Lvmn (4) 
5. Processing time of a VM m is, 

                             Pti=LVMi/Ci  (5) 

6. Processing time of all VMs : 

                             PT=L/C          (6) 

7. Cost 

                              C(ti,mj)=    (     )     (
   

    
)  (7) 

Ccap denotes the capacity for the VM having less capacity and Vco is the cost of that VM. 

8. Fault rate 

            FR(t)=f(MP,N_L) 

Where MP denotes machine instruction per second and N_L is network load  

 

 

 

 

 

5. EXPERIMENTAL RESULT 
 

Proposed algorithm is simulated using cloudsim simulator [18] is used. Cloudsim basically support cost 

estimation, and FIFO algorithm for scheduling the resource sequentially. Firstly the Cloudsim API does not 

support fault rate at datacenter. So firstly fault is added as a parameter of datacenter which responds to fault 

occurring at the datacenter. This cloudsim API is used for simulation of cloud IaaS. So it includes all the 

cloud IaaS request parameters. Honey bee scheduling algorithm is implemented in cloudsim replacing basic 

FCFS (first come first serve) scheduling algorithm and Round Robin Algorithm is used. Comparative study is 

done between basic load aware honey bee (BLHB) which allocates request on datacenter with least syste m 

load and proposed algorithm 

 

 

 

 

 



Vol-2 Issue-3 2016  IJARIIE-ISSN(O)-2395-4396 
 
 

2442 www.ijariie.com 2189 

 

Table 1. 
 

Data Centre Request Serving Time  

DataCenter Existing  Proposed 

DC1 0.875 0.871 

DC2 0.885 0.88 

DC3 0.886 0.885 

 

 

                                 
 

 

Table 2. 

 

Response Time 

User 

Base  

Existing HoneyBee 

Algorithm Proposed HoneyBee Algorithm 

UB1 61.127 60.611 

UB2 62.623 62.62 

UB3 61.364 61.364 

UB4 62.872 60.87 

UB5 61.355 61.12 

UB6 61.872 61.12 

UB7 61.122 60.619 

UB8 61.124 61.127 

UB9 60.623 60.619 

UB10 61.127 61.127 
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6. CONCLUSION 
 

In this paper, Honey bee behavior algorithm for load balancing using better energy consumption is Proposed. 

Energy efficient cloud computing technology is very recent technology, and there been many areas which is still 

not explore fully as compared to other technologies, and thus there is a huge prospective for growth and new 

innovations. The implementation results show that with the VM allocation Policy BEE-MMT this algorithm will 

give better results. In Energy efficient cloud computing our first aim is to reduce the energy usage. By this the 

power consumption will be less which will help us to achieve green cloud computing. According t o results of 

simulations proposed algorithm can decline the power consumption; hence, it can be a green solution and 

reducing production of carbon dioxide and operational cost . , In this model we mainly focus on energy but due 

to that we have increased no of SLA violation, this will consider that we allow to compromise with QoS which 

is not good when large scale application upload on cloud like social networking site’s data, Search engine data, 

so as a future enhancement we try to build this algorithm with QoS Parameters . 
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