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ABSTRACT 

 
Educational data mining is a fast developing field of computer science and technology, which are helpful to enable 

end users for decision making process. One of the most important data mining applications is that of mining 

association rules. With the widespread use of medical information systems that include databases which consist of 

students records, course grade and name of subjects. The purpose of this paper is to develop a educational 

management system that can provide the possible decision and prediction information for students without the aids 

of knowledge expert. Finding frequent patterns plays an essential role in mining associations, correlations and 

many other interesting relationships among data. In this paper we analyzed the frequent pattern in education 

courses learning behaviour and discover the rules for association of these by using Apriori Algorithm. 

. 
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1. INTRODUCTION 

Data Mining is the discovery of hidden information found in databases and can be viewed as a step in the knowledge 

discovery process [4, 5]. Data mining functions include clustering, classification, prediction, and link analysis 

(associations). One of the most important data mining applications is that of mining association rules. Association 

rules, first introduced in 1993 [2], are used to identify relationships among a set of items in a database. Association 

rules are one of the most researched areas of data mining and have recently received much attention from the 

database community [1]. 

 Association Rule Mining finds interesting association or correlation relationships among a large set of data 

items. With massive amounts of data continuously being collected and stored, a new research subject arise how can 

we find interesting association relations out of a large quantity of business transaction records to help make 

commercial decisions such as catalogue design, cross-marketing and loss-leader. A typical example of Association 

Rule Mining is market basket analysis. This process analyzes the purchasing habit of customers by drawing out 

relations between different commodities that are put into customers’ baskets. Having learned which commodities are 

frequently bought at the same time by customers, retailers will be in a better position to make sales strategies. A 

well-known case of applying association model to practice is Beer and Diaper. By mining purchasing information of 

customers, supermarkets found a very useful rule: Among all the fathers that had bought baby diapers, 30% -40% 

also bought some beer. Subsequently, they changed the arrangement of shelves and placed diapers together with 

beer. As a result, the sales value increased substantively. 

Apriori is the most classic algorithm of association rule mining. Apriori is an influential program for mining 

frequent itemsets for Boolean association rules. In our application, association of diseases set can be obtained by 

finding the frequent symptoms. Case (X, Symptom) => Cause (X, Diseases). 

 

For example:  

(1) fever, headache, malaise, nausea, vomiting, muscle and joint and eyeball pain => Influenza. 

 (2) fever with chills and rigors =>  Malaria. Symptom with one or more diseases can be obtained by finding 

Association Mining. 
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2. RELATED WORK 

The issue of mining association rules between itemsets within customer transaction database is first raised in [1]. 

Agrawal et al. [3] presented the two new algorithms for solving the problem of discovering association rules 

between item in a large database of sales transactions, that are fundamentally different from the know algorithm. 

Apriori is the most classic algorithm of association rule mining. However, Apriori must be re-run to get new 

frequent itemsets when the minimum support changes, which will waste the latest mining results. The problem of 

mining association rules over basket data was introduced in [3].In this paper, we consider the problem of finding 

mining association rule by using Apriori algorithm. 

 

3. MINING ASSOCIATION RULE 

Association rule mining searches for interesting relationships among items in a given data set.  

Association rule mining is a two-step process: 

   (1) Find all frequent itemsets: By definition, each of these itemsets will occur at least as frequently as a pre-

determined minimum support count; 

   (2) Generate strong association rules from the frequent itemsets: By definition, these rules must satisfy minimum 

support and minimum confidence. 

 There are several properties of association rules that can be calculated. 

Support: Support of a rule is a measure of how frequently the items involved in it occur together.  

 

support(A  B) = P(A B)                       (1) 

Confidence: Confidence of a rule is the conditional probability of B given A. 

confidence(A  B) = P(B\A) (2) 

 The statistical measures can be used to rank the rules and hence the predictions. 

 

3.1 Apriori Algorithm 

With the quick growth in e-commerce applications, there is an accumulation vast quantity of data in months not in 

years. Data Mining, also known as Knowledge Discovery in Databases(KDD), to find anomalies, correlations, 

patterns, and trends to predict outcomes. 

Apriori algorithm is a classical algorithm in data mining. It is used for mining frequent itemsets and relevant 

association rules. It is devised to operate on a database containing a lot of transactions, for instance, items brought 

by customers in a store. 

It is very important for effective Market Basket Analysis and it helps the customers in purchasing their items with 

more ease which increases the sales of the markets. It has also been used in the field of healthcare for the detection 

of adverse drug reactions. It produces association rules that indicates what all combinations of medications and 

patient characteristics lead to ADRs. 

 

3.2 Association Rules 

Association rules [3] describe co–occurrence of events, and can be regarded as probabilistic rules. A good example 

of association rules is taken from the domain of sale transactions: an association rule in this domain expresses what 

items are usually bought together, information that is used for developing successful marketing strategies. 

Association rules are if-then statements that help to show the probability of relationships between data items within 

large data sets in various types of databases. Association rule mining has a number of applications and is widely 

used to help discover sales correlations in transactional data or in medical data sets. 

The basic task of the association rules analysis is to derive a set of strong association rules in the form of 

(“A1∧A2∧……….Am⇒ B1∧B2∧……….Bn”) where Ai and Bj are sets of attribute values, from relevant data sets 

in a database. 

The task of association rules mining is essentially to discover strong association rules in large database. In general, 

the problem of mining association rules is decomposed into the following two steps:  

a) Discover the large itemsets, i.e, the sets of itemsets that have transaction support above a predetermined 

minimum support s. Itemsets with minimum support are called frequent itemsets.  

b) Use the large itemsets to generate the association rules for the database. 

https://www.sciencedirect.com/topics/computer-science/association-rules
https://www.sciencedirect.com/topics/computer-science/probabilistic-rule
https://www.sciencedirect.com/topics/computer-science/association-rules
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Name of the algorithm is Apriori because it uses prior knowledge of frequent itemset properties. We apply an 

iterative approach or level-wise search where k-frequent itemsets are used to find k+1 itemsets. 

To improve the efficiency of level-wise generation of frequent itemsets, an important property is used called Apriori 

property which helps by reducing the search space. 

Apriori Property :All non-empty subset of frequent itemset must be frequent. The key concept of Apriori algorithm 

is its anti-monotonicity of support measure.  

 

 

Table -1 Notations Used in Apriori Algorithm  

 

 

k-itemset  An itemset having k itemset  

Lk  

 
Set of large k-itemsets  

(those with minimum support).  

Ck  

 
Set of candidate k-itemsets  

(potentially large itemsets).  

 

 

Apriori Association Algorithm One of the most notable and effective association algorithms is the Apriori 

algorithm. 

(1) Related Key Words About Association Rules 

 (a) Item: different values in a transaction. A data set is a collection of transactions. 

 (b) Itemset: A set of items is an itemset. Every transaction is an itemset. If an itemset X contains k items, it is 

called kitemset.Given a non-empty itemset X, a transaction T in dataset D contains X if X Í T. Maximum itemset is 

an itemset which consists of all the items, generally denoted by “I”[2]. 

 (c) Association rules: An association rule is an induction rule of the dataset. It can be represented as X Y, 

where X I, Y I, and X and Y both are not empty, X∩Y= .Generally, the following two conditions are used to 

generate Association rules [2]: 

 1. Support condition: In transaction dataset D, where X and Y are non-empty, disjoint itemsets, the support 

condition of transaction X∪Y is sup(X∪Y) / N ≥ ρs, ρs = support threshold. This formula means the ratio between 

the amount of 

transactions X∪Y and the total amount N of transactions should be greater than support threshold. 

 2. Confidence condition: The confidence condition ensures that the mined rules are of high confidence. the rules 

should satisfy the confidence condition: sup(X∪Y) / sup(X) ≥ pc, ρc = confidence threshold. It means the 

probability that itemset Y occurs in a transaction where itemset X occurs, should be more than the confidence 

threshold. 

 (d) Frequent itemsets: If an itemset satisfies the support condition, it can be called a frequent itemset. 

(2) Principle of Apriori Algorithm 

 Apriori algorithm was proposed independently by Agrawal Srikant, Mannila,Toivonen and Verkamo. Apriori 

algorithm can be divided into two steps: 

 1. To find out all frequent itemsets. Apriori algorithm utilizes a recursive mode to generate all frequent itemsets. 

 2. To find out all pairs of itemsets in step 1, which can be satisfy the confidence condition. Then, all the 

association rules can be acquired. 

 The pseudo code of the above two steps is produced below: 

Ck: candidate k-itemset 

Lk: frequent k-itemset 

STEP 1: 

(1) L1 = find out frequent 1-itemsets in database. 

And record the amount of each item. 

(2) for (k=2;Lk-1  ;k++) { 
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(3) Ck can be generated by merging pairs of Lk-1. 

(4) for each transaction t in database { 

(5) for each candidate c Ck 

(6) if c is in t {c.count++}} 

(7) prune those c Ck whose k-1 item-subsets 

are not all in Lk-1 

(8) Lk =those c in which c.count>=min_support } 

(9) return L= all Lk; 

STEP2: 

(1) for (k=1;Lk  ;k++) 

(2) for (j=2;Lj ;j++) 

(3) if x in Lj y in Lk and they satisfy the 

confidence condition(>=min_conf) 

(4) return x y-x. 

 

3.3 Data Pre-processing 

 

 The raw data which contains students' grade from Kalay Compute University. The data contains student ID, 

course and subject marks. All the observed students are from the same major. In total, there are 3000 lines of student 

information in the raw data, the five previous year data. All this data is stored in a CSV document. 
In the raw data, some attributes such as gender and hometown are unnecessary, and some records are repetitive and 

redundant. Hence, the data needs to be cleaned up. And stored into MySQL After preprocessing, the clean data 

generated is shown in Figure 6. 

 

 

Fig -2. The Clean Data 

4. DATA MINING RESULT  

 

 Stored all candidate 1-itemsets and record the support count of each 1-itemset. The minimum support condition 

is set to 0.1 which means 10% of the total amount (the total amount is more than 300). The minimum confidence 

condition is set to 0.7 which is the conditional probability between two frequent itemsets. A part of C1 and L1 

generated by Apriori algorithm is displayed in Table 2. and Table 3. respectively. Those candidates whose support 

counts are lower than the support condition will be pruned. 

 

Table 2. Candidate 1-Items C1 

 

Itemset Amount 

CST103:ICS:A 0 

CST103: ICS:B 24 
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CST103: ICS:C 72 

CST103: ICS:D 75 

CST103: ICS:E 8 

CST104:PL:A 0 

CST104:PL:B 8 

CST104:PL:C 42 

CST104:PL:D 38 

CST104:PL:E 14 

……….. ………….. 

 

Table 3. Frequent 1-Itemstes L1 
 

Itemset Amount 

CST103: ICS:C 72 

CST103: ICS:D 75 

CST104:PL:C 42 

CST104:PL:D 38 

CST102:Mths:A 37 

CST102:Mths:B 49 

P:Phy:A 41 

P:Phys:B 37 

E:IELTS:B 59 

E:IELTS:C 87 

…….. …………. 

 

Table 4. Result of Association Rules 

 

Rules Confidence 

CST102:Mths:C P:Phy:C 0.73 

CS202:Mths:C CS203:DS:C 0.8 

CS202:Mths:C 203:DL:C 0.85 

CST102:Mths:C CST103:PL:C 0.73 

CS206: SE:B CS203:DS:C 0.81 

CS204:SAD:B CS201: 

JAVA:A 

0.7 

CS404:DBMS:B CS405:UML:

C 

0.72 

CS201:JAVA:A CS203:DS:C 0.71 

CS201:JAVA:A CS202:Mths:C 0.71 

CS304:UML:A  

CS305:CAT3:C 

0.71 

CS206:SE:B CS204: SAD:B 0.76 

CS304:DBMS:B:CS301:CO:C 0.7 

.. ……… 
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Significant trends can be seen from the results of Apriori algorithm. For example, 

"CS204:SAD:B=>CS201:JAVA:A Confidence = 0.70 ", it can be said that if a student gets B level in SAD subject, 

he will excel in course CS201 , it means course CS204 may requires some similar skills as course CS201. In another 

word, students who are able to perform well in both course CS204 and CS201, certain parts of his/her learning skills 

are better than the rest of the students s’ sample, vice versa. Another example, "304:DBMS:B =>301:APP:C 

Confidence=0.70", it tells us that a student gets C level in APP, he will probably get a bad level in course 

CS304:DBMS. That is very likely to say, there may be some similarity on the knowledge or skills requirement 

between course CS301 and course CS304. Students who cannot get a good level in both of the courses, he/she might 

be lacking of certain knowledge or learning skills, vice versa. According to above analysis, that can realize further. 

 
5. CONCLUSIONS  

The application of Educational Data Mining research is found out in educational field. The result also provides a 

good reference for education. In Future study is present a cloud-based framework to generate the useful rules via 

clustering algorithm.  

 The current research requires further study to discover more potential and valuable rules to get a clearer 

picture of the big data application in higher education and more importantly, to further optimize the education 

resource. 
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