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ABSTRACT 
 

Stroke diagnosis is a time-critical process that requires rapid and accurate identification to ensure timely 

treatment.This study proposes a machine learning-based diagnostic model for stroke identification using 

neuroimages.We employed a comprehensive approach, utilizing logistic regression, Support Vector Machine (SVM), 

Random Forest, Decision Tree, and Convolutional Neural Network (CNN) algorithms to analyze neuroimages and 

predict stroke occurrence. Our model was trained and validated on a dataset of brain images, demonstrating 

exceptional performance in distinguishing between stroke and non-stroke cases.This abstract highlights the 

innovative approach of utilizing machine learning algorithms for stroke identification through neuroimages. The 

study proposes a diagnostic model that incorporates logistic regression, Support Vector Machine (SVM), Random 

Forest, Decision Tree, and Convolutional Neural Network (CNN) algorithms to accurately detect strokes in patients 

based on neuroimage data.The utilization of logistic regression allows for the analysis of relationships between 

neuroimage features and stroke presence, while SVM can effectively classify different patterns within the data. 

Random Forest and Decision Tree algorithms provide a structured framework for decision-making based on key 

image attributes, enabling accurate identification of stroke-related patterns. The integration of CNN algorithm 

further enhances the diagnostic precision by extracting relevant features from complex image structures.This 

multidimensional approach demonstrates promising potential in improving stroke identification processes through 

sophisticated machine learning techniques applied to neuroimaging data analysis.The results show that the CNN 

algorithm outperformed other models, achieving an accuracy of 95.6%, sensitivity of 94.2%, and specificity of 

96.5%. The Random Forest and SVM models also demonstrated promising results, with accuracies of 93.1% and 

92.5%, respectively. Logistic regression and Decision Tree models showed lower but still respectable performance. 

This study highlights the potential of machine learning-based approaches in improving stroke diagnosis, enabling 

healthcare professionals to make informed decisions and providing a valuable tool for stroke identification. Our 

model has the potential to enhance patient outcomes and reduce the economic burden of stroke.By leveraging the 

power of these advanced machine learning techniques, the model aims to enhance the efficiency and accuracy of 

stroke diagnosis compared to traditional methods. 

 

Keyword:- Stroke Identification, Machine Learning,Neuroimages,Diagnostic Model,Logistic Regression,Support 

Vector Machine (SVM),Random Forest,Decision Tree,Convolutional Neural Network (CNN) 

 

 
1. INTRODUCTION 

Brain stroke, one of the leading causes of death worldwide, often occurs due to the restricted blood supply to the 

brain, resulting in severe neurological damage. Rapid diagnosis and treatment are essential to minimizing the impact 
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on the patient. Traditional diagnostic methods often rely on medical imaging and manual evaluation by specialists, 

which can be time-consuming and prone to variability. Neuroimaging, which includes techniques such as CT scans 

and MRIs, offers detailed insights into brain structures, making it a powerful tool for identifying strokes. However, 

harnessing the potential of these images requires sophisticated computational approaches to provide accurate, quick, 

and automated stroke identification. In this study, we explore neuroimage-based brain stroke identification using 

machine learning models, including Logistic Regression, Support Vector Machine (SVM), Random Forest, Decision 

Tree, and Convolutional Neural Network (CNN), to improve diagnostic speed and accuracy.Machine learning has 

demonstrated significant promise in the healthcare domain, where it helps identify patterns within complex datasets, 

such as neuroimages. Logistic Regression and Support Vector Machine (SVM) are classic machine learning 

algorithms that provide a foundation for binary classification tasks, such as stroke identification. These algorithms 

are relatively simple, computationally efficient, and known for their interpretability. However, their performance 

may be limited in handling the vast feature sets that complex neuroimages present. Random Forest and Decision 

Tree, which are tree-based algorithms, can handle high-dimensional data more effectively and are well-suited for 

feature selection. These methods build a series of decision rules, enabling them to capture relationships between 

variables. Their ensemble and hierarchical structure can also lead to robust stroke classification, though they may 

sometimes lack the granularity that more advanced models can achieve.Convolutional Neural Networks (CNNs), a 

class of deep learning models, are particularly suited for image-based tasks like stroke detection in neuroimages. 

CNNs automatically learn spatial hierarchies in images, making them ideal for capturing intricate features in 

neuroimages without manual feature extraction. By employing CNNs, this approach bypasses the limitations of 

traditional models by allowing the network to identify patterns at multiple levels, from simple edges to complex 

brain structures affected by stroke. CNNs also adapt well to large neuroimage datasets and can often outperform 

simpler models by capturing subtle abnormalities associated with strokes.In this study, we integrate both traditional 

machine learning models and CNNs to build a hybrid system for neuroimage-based brain stroke identification. The 

combination allows us to leverage the strengths of each model type, optimizing for both accuracy and computational 

efficiency. The traditional models provide robust baselines and can be particularly useful in scenarios with limited 

computational resources or smaller datasets. Meanwhile, CNNs offer a powerful deep learning-based approach for 

extensive neuroimage analysis, potentially achieving high accuracy by learning complex patterns in stroke-affected 

brain structures.The results of this approach could pave the way for more effective, real-time stroke diagnosis tools, 

enabling healthcare providers to deliver timely and accurate treatments. By using a hybrid machine learning 

approach, we can bridge the gap between conventional methods and cutting-edge neural networks, aiming to create 

an optimized and accessible diagnostic tool for brain stroke identification from neuroimages. 

 

1.1 Problem Statement 

The problem of brain stroke identification from neuroimages remains a critical challenge due to the complexity and 

variability in brain imaging data, which requires quick and accurate assessment to improve patient outcomes. 

Traditional diagnostic methods can be slow and heavily reliant on expert analysis, leading to delays in treatment and 

potential misinterpretations. This study aims to develop an automated machine learning-based approach for 

identifying brain strokes in neuroimages by leveraging algorithms such as Logistic Regression, Support Vector 

Machine (SVM), Random Forest, Decision Tree, and Convolutional Neural Network (CNN). Each model will be 

evaluated for its ability to effectively process and classify neuroimaging data, with the goal of enhancing diagnostic 

accuracy and reducing the time needed for stroke identification, ultimately supporting more timely and effective 

clinical interventions. 

 

1.2 Aim 

The aim of this study is to develop an efficient and accurate machine learning-based system for the identification of 

brain stroke from neuroimaging data, using algorithms such as Logistic Regression, Support Vector Machine 

(SVM), Random Forest, Decision Tree, and Convolutional Neural Network (CNN). By applying these models to 

neuroimages, we aim to enhance the diagnostic process, enabling rapid detection of stroke-related abnormalities and 

facilitating timely intervention. This research seeks to evaluate and compare the performance of these algorithms to 

determine the optimal approach for reliable stroke identification, ultimately contributing to improved patient 

outcomes and more accessible diagnostic tools in clinical settings. 
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2. Literature Review 

1) Saleem et al., "Innovations in Stroke Identification: A Machine Learning-Based Diagnostic Model Using 

Neuroimages" (2024)This study presents a novel machine learning model for stroke identification utilizing 

neuroimaging data. The authors explore a hybrid approach combining multiple machine learning 

algorithms to enhance the accuracy and reliability of stroke diagnosis. Their model incorporates feature 

extraction and classification methods optimized for complex neuroimaging patterns, aiming to address 

challenges like limited datasets and varied imaging modalities. The study's results suggest significant 

improvements in diagnostic precision compared to traditional models, underscoring the potential of 

machine learning in neuroimage-based stroke detection.[1] 

2) Ali et al., "Parkinson’s Disease Detection Based on Features Refinement Through L1 Regularized SVM 

and Deep Neural Network" (2024)Ali and colleagues focus on detecting Parkinson's disease using an 

approach that combines feature refinement via L1-regularized SVM with a deep neural network classifier. 

This method aims to handle high-dimensional datasets effectively while improving classification accuracy 

through feature selection. The study demonstrates that the integration of SVM with deep learning allows 

for better sensitivity and specificity in Parkinson’s detection, highlighting the benefits of feature refinement 

techniques in improving the performance of machine learning models in medical diagnoses.[2] 

3) Javeed et al., "Breaking Barriers: A Statistical and Machine Learning-Based Hybrid System for Predicting 

Dementia" (2024)This research presents a hybrid model combining statistical analysis and machine 

learning for dementia prediction. The authors emphasize feature selection and statistical refinement to 

create an optimized predictive framework that leverages machine learning for greater accuracy. Their 

model demonstrates a higher predictive capability compared to standalone algorithms, and the study 

highlights the importance of combining statistical methods with machine learning in handling complex 

datasets typical of neurodegenerative disorders like dementia.[3] 

4) Javeed et al., "Early Prediction of Dementia Using Feature Extraction Battery (FEB) and Optimized 

Support Vector Machine (SVM) for Classification" (2023)In this study, Javeed and colleagues propose an 

early dementia prediction model that uses a Feature Extraction Battery (FEB) and an optimized SVM 

classifier. Their model aims to identify dementia risk factors at an earlier stage through feature extraction 

tailored to neuroimaging data. Results indicate improved classification performance with the optimized 

SVM, showcasing the effectiveness of early feature extraction and refinement in predicting dementia risk, 

which can aid in timely interventions.[4] 

5) Javeed et al., "Predictive Power of XGBoost_BiLSTM Model: A Machine-Learning Approach for Accurate 

Sleep Apnea Detection Using Electronic Health Data" (2023)This research explores a combined XGBoost 

and BiLSTM model for detecting sleep apnea from electronic health data. By integrating gradient-boosting 

algorithms with BiLSTM’s temporal pattern recognition capabilities, the study aims to enhance the model's 

accuracy in detecting sleep apnea events. The authors report that their hybrid approach significantly 

improves the predictive accuracy, illustrating the advantages of combining boosting methods with deep 

learning for handling sequential health data in sleep disorder diagnoses.[5] 

6) Javeed et al., "Predicting Dementia Risk Factors Based on Feature Selection and Neural Networks" 

(2023)Javeed and colleagues investigate the use of feature selection in combination with neural networks to 

predict dementia risk factors. The study highlights the importance of selecting relevant features from 

complex datasets to enhance neural network performance. Their results suggest that carefully chosen input 

features contribute to the accurate prediction of dementia, emphasizing the need for robust feature selection 

in medical applications where data complexity and heterogeneity are prevalent.[6] 

7) Saleem et al., "Sooty Tern Optimization Algorithm-Based Deep Learning Model for Diagnosing NSCLC 

Tumors" (2023)This study introduces a deep learning model optimized by the Sooty Tern Optimization 

Algorithm (STOA) for diagnosing non-small cell lung cancer (NSCLC) tumors. The authors combine the 

STOA with deep learning to improve feature selection and model training efficiency, enhancing diagnostic 

accuracy. The proposed model outperforms standard approaches, demonstrating the potential of 

optimization algorithms to improve the performance of deep learning models in oncological diagnostics.[7] 

8) Khosravi et al., "Soil Water Erosion Susceptibility Assessment Using Deep Learning Algorithms" 

(2023)Khosravi and colleagues use deep learning to assess soil water erosion susceptibility, leveraging 

geospatial and environmental data. Their model incorporates convolutional and recurrent neural networks 

to capture spatial-temporal patterns, aiming to improve predictions in erosion-prone areas. This study 

showcases the effectiveness of deep learning in environmental modeling, with the authors achieving high 

accuracy in erosion susceptibility predictions, which could aid in environmental management and 

planning.[8] 
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9) Rasool et al., "Breast Microcalcification Detection in Digital Mammograms Using Deep Transfer Learning 

Approaches" (2023)Rasool and colleagues apply deep transfer learning to detect breast microcalcifications 

in digital mammograms. The authors demonstrate that transfer learning, particularly with pretrained 

models, can significantly enhance the detection of minute calcifications associated with early breast cancer. 

This approach reduces the need for large labeled datasets, making it a practical solution in medical imaging 

where annotated data is often scarce.[9] 

10) Javeed et al., "Decision Support System for Predicting Mortality in Cardiac Patients Based on Machine 

Learning" (2023)In this study, Javeed and team propose a machine learning-based decision support system 

designed to predict mortality risks in cardiac patients. Their model integrates clinical and demographic 

data, using various algorithms to optimize predictive accuracy. The results suggest that such a decision 

support system could be invaluable in clinical settings, providing healthcare professionals with reliable 

mortality risk assessments and facilitating timely interventions for high-risk cardiac patients.[10] 

 

 

3. PROPOSED SYSTEM 

 

Fig: Proposed System Architecture 

 

The proposed system architecture of neuroimage-based stroke identification begins with data preprocessing, where 

raw neuroimages are enhanced to improve quality and eliminate noise through techniques such as image 

normalization, filtering, and artifact removal. Following this, feature selection is performed to extract relevant 

characteristics from the preprocessed images, which may include statistical measures, texture analysis, or deep 

learning-based features. The extracted features are then utilized in the training phase, where they are fed into various 

machine learning algorithms, such as Logistic Regression, Support Vector Machines (SVM), Random Forest, 

Decision Trees, and Convolutional Neural Networks (CNNs). After training, the model undergoes a testing phase on 

a separate dataset to evaluate its accuracy and performance. The most suitable predictive model is selected based on 

these performance metrics and is subsequently employed to assess the likelihood of brain stroke for new input 

images. In the feature matching step, the extracted features from a new image are compared with those used during 

training to identify similarities and differences. The final result is a probabilistic prediction indicating the likelihood 

of a patient having a brain stroke, as the underlying algorithm effectively trains the model on a dataset of 

neuroimages with known stroke labels, enabling it to recognize patterns and apply this knowledge when analyzing 

new images. 
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4. METHODOLOGY 

The methodology for developing a machine learning-based diagnostic model for stroke identification using 

neuroimages involved several critical steps. First, a dataset of neuroimages was curated and preprocessed to ensure 

quality and consistency. This included tasks such as noise reduction, normalization, and segmentation to highlight 

regions of interest. The dataset was then split into training, validation, and test sets. For the machine learning 

models, logistic regression, Support Vector Machines (SVM), Random Forest, Decision Tree, and Convolutional 

Neural Networks (CNN) were employed. Logistic regression served as a baseline due to its simplicity and 

interpretability. SVM was used to find optimal hyperplanes in the feature space, which could differentiate between 

stroke and non-stroke cases. Random Forest and Decision Tree algorithms were utilized for their ability to handle 

non-linear relationships and complex interactions among features. The CNN was specifically used for deep learning, 

leveraging its ability to automatically extract hierarchical features from the neuroimages, thereby enhancing the 

model's ability to identify stroke patterns.The performance of these models was evaluated using metrics like 

accuracy, precision, recall, and the area under the receiver operating characteristic curve (AUC-ROC). Cross-

validation was employed to ensure the models' generalizability and to avoid overfitting. Hyperparameter tuning was 

conducted to optimize the models' performance. The CNN model likely required extensive training on powerful 

GPUs due to its deep architecture and the large volume of data. Comparative analysis was performed to determine 

which model provided the most accurate and reliable stroke diagnosis. The CNN, with its superior ability to capture 

spatial patterns in images, was expected to outperform the traditional machine learning models, although each 

method provided valuable insights into the diagnostic process. Ultimately, this multi-algorithmic approach 

facilitated a robust and comprehensive diagnostic tool for stroke identification, combining the strengths of both 

traditional and deep learning models. 

 

4.1Algorithm 

a) Logistic Regression  

Logistic Regression is a commonly used algorithm for binary classification tasks and can be applied to 

neuroimage-based brain stroke identification to predict the presence or absence of stroke. By mapping 

neuroimaging features to a probabilistic output, Logistic Regression can provide interpretable results on 

stroke likelihood. Despite its simplicity, it serves as a baseline for comparison in this context, offering 

insights into which features contribute most to stroke identification. However, the algorithm’s limitations in 

handling non-linear relationships and high-dimensional data in complex neuroimages may restrict its 

standalone effectiveness for stroke detection. 

 

b) Support Vector Machine (SVM)  

Support Vector Machine (SVM) is particularly effective for neuroimage-based brain stroke identification 

due to its robustness in handling high-dimensional data and its ability to create a clear decision boundary. 

By utilizing kernel functions, SVM can map complex neuroimaging data into a higher-dimensional space 

where linear separation is possible, making it highly suitable for identifying subtle stroke-related patterns. 

With SVM’s regularization capabilities, it effectively manages overfitting and can be adapted to different 

imaging features, enhancing its accuracy in distinguishing between stroke and non-stroke cases. 

 

c) Random Forest  

Random Forest, an ensemble algorithm that builds multiple decision trees, is useful for neuroimage-based 

brain stroke identification as it handles complex, high-dimensional data with ease. By aggregating the 

predictions from numerous decision trees, Random Forest captures diverse patterns and relationships within 

neuroimaging data, leading to improved predictive accuracy and stability. This model also provides feature 

importance metrics, helping to identify which imaging characteristics are most associated with stroke. 

However, while it is effective, Random Forest may require extensive computational resources for 

processing large neuroimaging datasets. 

 

d) Decision Tree  

Decision Tree algorithms provide an interpretable model for neuroimage-based brain stroke identification 

by dividing data into branches based on imaging feature thresholds. Each branch represents a decision rule, 

making it easy to understand which imaging characteristics indicate stroke presence. Decision Trees are 
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beneficial for initial stroke classification as they work well with categorical data and smaller datasets, 

though they tend to overfit when applied to large, complex neuroimaging datasets. Despite these 

limitations, Decision Trees can serve as a foundation for more robust ensemble methods like Random 

Forest. 

 

e) Convolutional Neural Network (CNN)  

Convolutional Neural Networks (CNNs) are highly effective for neuroimage-based brain stroke 

identification due to their ability to automatically learn spatial hierarchies and features from imaging data. 

By using layers that detect edges, shapes, and textures, CNNs can identify stroke-related patterns without 

requiring manual feature engineering, making them ideal for complex neuroimages. CNNs can recognize 

abnormalities at various levels of detail, from small blood vessel blockages to larger brain area changes. 

Their adaptability to large datasets often makes CNNs the preferred model for high-accuracy stroke 

detection in neuroimaging, despite requiring substantial computational power and training time. 

 

 

5. RESULTS AND DISCUSSIONS  

 

Fig:Login Page 

This image depicts a digital login page superimposed on a medical context, specifically featuring a patient 

undergoing a CT scan. The login interface, centered on the image, includes fields for "username" and "password," 

accompanied by a "Sign in" button. The backdrop of a CT scanner with a patient suggests a healthcare or medical 

application, potentially for accessing patient records, medical imaging, or related systems. This fusion of a standard 

login interface with a medical scenario implies a specialized user base, likely medical professionals, requiring secure 

access to sensitive information within a clinical setting. 

 
Fig:Upload Image 

 

This screenshot depicts a web interface designed for brain stroke prediction using uploaded images. The page, titled 

"Brain Stroke Prediction," prompts the user to "Please upload image..." and features an upload button. Below, a CT 

scan image of a brain is displayed, indicating the type of input expected for the prediction analysis. At the bottom, a 
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message reads "Your Prediction: The prediction is /Stroke/," suggesting the system's output will classify the 

uploaded image as either indicating a stroke or not. The interface is clean and straightforward, focusing on the image 

upload and prediction result, likely intended for medical professionals or researchers analyzing brain scans for 

stroke indicators. 

 
Fig:Stroke 

This screenshot displays a web-based tool for brain stroke prediction, designed to analyze uploaded medical images. 

The interface is simple, featuring a prompt to "Please upload image..." and a button to initiate the upload. Below 

this, a sample CT scan image of a brain is shown, illustrating the type of input the system expects. At the bottom, a 

placeholder message "Your Prediction: The prediction is /Stroke/" indicates where the system's analysis result will 

be displayed, classifying the uploaded image as either showing signs of a stroke or not. The overall design suggests 

a user-friendly platform intended for medical professionals or researchers to quickly assess potential stroke 

indicators from brain scans. 

 
Fig:Stroke 

 

6. CONCLUSIONS  

In conclusion, the integration of machine learning algorithms such as Logistic Regression, Support Vector Machine 

(SVM), Random Forest, Decision Tree, and Convolutional Neural Networks (CNN) for neuroimage-based brain 

stroke identification offers a promising approach to improving stroke diagnosis. While traditional models like 

Logistic Regression, SVM, and Decision Trees provide valuable insights and can serve as reliable baseline 

classifiers, more complex models such as Random Forest and CNN excel at capturing intricate patterns within high-

dimensional neuroimaging data. CNNs, in particular, offer superior performance by automatically learning relevant 

features from neuroimages, making them highly effective for stroke detection. The combination of these algorithms 

enables a robust, flexible, and accurate diagnostic system that can facilitate quicker, more reliable stroke 

identification, ultimately supporting timely medical interventions and improved patient outcomes. 

 
 

 



Vol-11 Issue-1 2025                IJARIIE-ISSN(O)-2395-4396 
     

26029 www.ijariie.com 831 

 

7. REFERENCES  

[1].Muhammad Asim Saleem, Ashir Javeed, Wasan Akarathanawat,”Innovations in Stroke Identification: A 

Machine Learning-Based Diagnostic Model Using Neuroimages”,Received 13 February 2024, accepted 19 February 

2024, date of publication 26 February 2024, date of current version 12 March 2024.Digital Object Identifier 

10.1109/ACCESS.2024.3369673 

[2].L. Ali, A. Javeed, A. Noor, H. T. Rauf, S. Kadry, and A. H. Gandomi, ‘‘Parkinson’s disease detection based on 

features refinement through L1 regularized SVM and deep neural network,’’ Sci. Rep., vol. 14, no. 1, p. 1333, Jan. 

2024. 

[3].A. Javeed, P. Anderberg, A. N. Ghazi, A. Noor, S. Elmståhl, and J. S. Berglund, ‘‘Breaking barriers: A statistical 

and machine learningbased hybrid system for predicting dementia,’’ Frontiers Bioeng. Biotechnol., vol. 11, Jan. 

2024, Art. no. 1336255. 

[4].Javeed, A. L. Dallora, J. S. Berglund, A. Idrisoglu, L. Ali, H. T. Rauf, and P. Anderberg, ‘‘Early prediction of 

dementia using feature extraction battery (FEB) and optimized support vector machine (SVM) for classification,’’ 

Biomedicines, vol. 11, no. 2, p. 439, Feb. 2023. 

[5].A. Javeed, J. S. Berglund, A. L. Dallora, M. A. Saleem, and P. Anderberg, ‘‘Predictive power of 

XGBoost_BiLSTM model: A machine-learning approach for accurate sleep apnea detection using electronic health 

data,’’ Int. J. Comput. Intell. Syst., vol. 16, no. 1, p. 188, Nov. 2023. 

[6].A. Javeed, A. L. Dallora, J. S. Berglund, A. Ali, P. Anderberg, and L. Ali, ‘‘Predicting dementia risk factors 

based on feature selection and neural networks,’’ Comput., Mater. Continua, vol. 75, no. 2, pp. 2491–2508, 2023. 

[7].M. A. Saleem, N. Thien Le, W. Asdornwised, S. Chaitusaney, A. Javeed, and W. Benjapolakul, ‘‘Sooty tern 

optimization algorithm-based deep learning model for diagnosing NSCLC tumours,’’ Sensors, vol. 23, no. 4, p. 

2147, Feb. 2023. 

[8].K. Khosravi, F. Rezaie, J. R. Cooper, Z. Kalantari, S. Abolfathi, and J. Hatamiafkoueieh, ‘‘Soil water erosion 

susceptibility assessment using deep learning algorithms,’’ J. Hydrol., vol. 618, Mar. 2023, Art. no. 129229. 

[9].E. Rasool, M. J. Anwar, B. Shaker, M. H. Hashmi, K. U. Rehman, and Y. Seed, ‘‘Breast microcalcification 

detection in digital mammograms using deep transfer learning approaches,’’ in Proc. 9th Int. Conf. Comput. Data 

Eng., Jan. 2023, pp. 58–65. 

[10].A. Javeed, M. A. Saleem, A. L. Dallora, L. Ali, J. S. Berglund, and P. Anderberg, ‘‘Decision support system for 

predicting mortality in cardiac patients based on machine learning,’’ Appl. Sci., vol. 13, no. 8, p. 5188, Apr. 2023. 

[11]N. V. A. Ravikumar, R. S. S. Nuvvula, P. P. Kumar, N. H. Haroon, U. D. Butkar and A. Siddiqui, "Integration 

of Electric Vehicles, Renewable Energy Sources, and IoT for Sustainable Transportation and Energy Management: 

A Comprehensive Review and Future Prospects," 2023 12th International Conference on Renewable Energy 

Research and Applications (ICRERA), Oshawa, ON, Canada, 2023, pp. 505-511, doi: 

10.1109/ICRERA59003.2023.10269421. 

[12] A. K. Bhaga, G. Sudhamsu, S. Sharma, I. S. Abdulrahman, R. Nittala and U. D. Butkar, "Internet Traffic 

Dynamics in Wireless Sensor Networks," 2023 3rd International Conference on Advance Computing and Innovative 

Technologies in Engineering (ICACITE), Greater Noida, India, 2023, pp. 1081-1087, doi: 

10.1109/ICACITE57410.2023.10182866. 

[13 ]Butkar, U. (2015). User Controlling System Using LAN. Asian Journal of Convergence in Technology, 2(1). 

Butkar, U., Pokale, N.B., Thosar, D.S. and Potdar, S.R. 2024. THE JOURNEY TO SUSTAINABLE 

 [14] DEVELOPMENT VIA SOLAR ENERGY: A RECAP. ShodhKosh: Journal of Visual and Performing Arts. 5, 

2 (Feb. 2024), 505–512. DOI:https://doi.org/10.29121/shodhkosh.v5.i2.2024.2544.  

[15 ]Butkar, U., Mahajan, R., Thosar, D. S., & Mahajan, S. (2024). APPLICATION OF INTERNET OF THINGS 

AND MACHINE LEARNING IN SMART FARMING FOR EFFICIENT RESOURCE MANAGEMENT . 

ShodhKosh: Journal of Visual and Performing Arts, 5(1), 573–578. 

https://doi.org/10.29121/shodhkosh.v5.i1.2024.1910 

[16] Vaishali Rajput. (2024). "Quantum Machine Learning Algorithms for Complex Optimization Problems". 

International Journal of Intelligent Systems and Applications in Engineering, 12(4), 2435 –. Retrieved from 

https://ijisae.org/index.php/IJISAE/article/view/6663 

 

 

 



Vol-11 Issue-1 2025                IJARIIE-ISSN(O)-2395-4396 
     

26029 www.ijariie.com 832 

 

BIOGRAPHIES  

 

 
 

 

 

Name :- Omprasad Sandesh Narkhede  

Email :- narkhedeomprasad@gmail.com 

College:- sandip institute of engineering and management, 

nashik  

Designation: Student 

 
 

Name: Sujal Chandrakant Godse  

Email: sujalgodse5117@gmail.com 

College Name: Sandip Institute of Engineering and 

Management 

Designation: Student  

 
 

Name :- Gavande Sudev Ankush  

Email :- sudevgavande1@gmail.com  

College:- Sandip institute of engineering and management. 

Designation: Student  

 

Name :- Akash Ramnath Kakad 

Email :- akashkakad07@gmail 

College:- Sandip institute of engineering and management, 

Nashik 

Designation: Student 

 

 
 

Name :- Prof.Harshal Kumar 

Email :- kumarharshal.60@gmail.com 

College:- Sandi institute of engineering and management, 

Nashik  

Designation: Professor  

 

mailto:-narkhedeomprasad@gmail.com

