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ABSTRACT 
Graphs are important in modeling complicated structures, such as natural scenes, animals, and flowers, images in 

our daily life, social networks and the web. Data representations in graphical forms are an important research topic 

due to the suitability of this kind of data structure to model entities and the complex relations among them. In order 

to classify images we are proposing to combine a powerful graph -based image representation and frequent 

approximate sub-graph (FAS) mining algorithms. From the many approaches for image classification, graph based 

approach is gaining popularity due to its ability in reflecting global image properties. In this paper, VEAM (V ertex 

and Edge Approximate graph Miner) algorithm is used for mining frequent connected subgraphs over undirected 

and labeled graph collections. Some Slight variations of the data, are allowed in this algorithm, by keeping the 

topology of the graphs. And, Graph-based image representation is by using dynamic region merging technique can 

tolerate some differences for grouping meaningful regions in an image. 
 

Keyword:  Data Mining, Dynamic region merging, Graph-based image representation, Feature selection, 

 Frequent approximate patterns and Image classification. 

 
1.  INTRODUCTION  
In many research fields, graphs have been largely used to model data due to their suitability for applications and 

their representation expressiveness where some kind of entities and their relationships must be encoded within some 

data structure. In this paper, our intention is to explore and combine two research fields where graphs are involved, 

in order to exploit both their advantages. 

Our main goal is to classify images using a graph-based representation. The first step for classification of 

images is to extract low-level features that will encode relevant information for the task, but it has been shown that 

low-level information by itself cannot provide the high-level perception cues that present in human minds to 

describe objects or images in general. Within the range of low-level features developed so far, graphs are one of the 

representations that can provide some kind of high-level information, making them a desirable representation choice 

for researchers to find new solutions. 

And the other research field is Data Mining. Several authors have developed graph -based techniques to 

convert large volumes of data into useful information. An example of such techniques is frequent subg raph 

discovery. An important problem in graph mining tasks is classifying information, such as image, text etc.  

Within the broad area of information discovery and retrieval, there is an ever increasing requirement for an 

effective means of indexing, searching and retrieving the information. 

To improve the accuracy and effectiveness of images in given databases, we are using the DRM technique for 

graph generation, starts from an initially over-segmented image. For simplicity, we use the watershed algorithm to 

obtain the initial segmentation. The neighbouring regions with coherent colours are merged into one. Graph 

generated by DRM technique is very small in size as compared to quad tree in existing system. So lots of space get 

saved because of less number of patterns generated from graph. 
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2. LITERATURE SURVEY 
In this section, we wi l l  d is c u s s  o n  graph-based image representation techniques. Next, we will s ee 

review  of prev ious approx im ate graph min ing methods . 
 

1.1 Brief overview of   graph -bas ed image representation techniq ues : 

Images are represented as graphs which is very popular since they are powerful tools to encode 

different types of information, and may provide a robust and rich representation for many 

applications. The main issue is how to exploit this information in the graph-based ima g e  

classification scope. A popular graph-based image representation is the Region Adjacency Graph 

(RAG) [1] where each vertex denotes a region in the image and an edge exists between two 

vertices if the underlying regions are adjacen t as shown in figure 1. 

 
Fig 1. An example of region partition and the corresponding region adjacency graph (RAG) 

 

The results of graph generation using Quad-trees [2] and DRM [3] are compared. Due to modeling images 

as graphs, the task of image classification get to be one of classifying graphs. 

In figure 4, an example of quad-tree with 4 as depth limit of divisions over an image is shown. The color 

property taken as an attribute of the nodes in the example. After obtaining quad-tree of an image, we generate a 

graph to represent the image. Then, a graph is used to represent each image in the collection is created from each 

respective tree. In Figure 6, we have shown the graph generated from the quad-tree of Figure 4. 

The main disadvantage of quad trees is that it is impossible to compare two images that differ in rotation or 

translation. Because of this quad tree representation of such images will be totally different. The algorithms which 

are available for rotation of an image are restricted to rotations  of 90 degrees (or multiples of there). There is no 

other rotation or translation facility is available. The rotation will completely change the quad tree of the image as 

shown in figure 7. Once the quad tree has changed it becomes a difficult task to comp are it to an earlier version of 

quad tree. Therefore quad trees have poor shape analysis and pattern recognition. Graph generated using quad trees 

contains large number of vertices which will have very large graph size.  

A simple perspective to keep the structural and topological information of an image is to use image 

representation methods; for instance, dynamic region merging  [3], etc. By modeling images as graphs, the work of 

image classification becomes one of classifying graphs. 

The DRM algorithm starts from an initially over-segmented image. For simplicity, we use the watershed 

algorithm to obtain the initial segmentation. It is clear that neighboring regions with coherent colors are merged into 

one, whereas the boundaries are well located on the reas onable places as shown in figure 2. Some of the large 

regions have significant variations inside Figure 2, however, with relatively slow changes of colors along the 

boundaries. This indicates that the DRM algorithm can tolerate some variations for grouping  meaningful regions in 

an image. In case of DRM technique, graph generated is very small in size as compared to quad tree which is shown 

in figure 3 

Advantage of DRM technique are they have better computational efficiency, more convenient to control the 

performance, can tolerate variation of grouping, can be easily automated, can be applied to discrete regions and the 

speed is very fast. 
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Fig 2. Segmentation results by DRM algorithm. From left to right, the first column shows the original 

image. The second column shows the over-segmentation   produced by watershed algorithm. The third column 

shows segmentation results using DRM algorithm 

 
Fig 3: Graph generated by using DRM technique 
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Fig 7: First image and rotated image, different quad trees  

1.2 Summary of approxim ate graph mining: 

Differen t methods have been developed to   use   graphs for classificat ion tasks. 

In the last years, some approximate graph mining algorithms have been researched where 

several similarity functions are used. For example, the algorithms SUBDUE [5] and RNGV [6]  are  

based on   graph edit  distance;  Monkey [4]   is  based on   β-edge sub- isomorphism; UGRAP [7]  

and MUSE [8]  are  based on  sub- isomorphism on  uncertain graph collections; GREW [9]  is based 

on   sub-isomorphism  employing ideas of  edge contraction and graph rewriting; CSMiner [10]  

uses node/edge disjoint sub-home-omorfismo; gApprox [11],  APGM [12]  and VEAM [13]  are  

based on substitu t ion probab i lit ies . 

APGM and VEAM algorithms defend the idea that a vertex label or an edge label cannot 

always be rep laced  by any other. Therefore, these algorithms states that which vertices, edges or 

labels can replace others using substitution matrices to perform frequent subgraph mining. 

Although, only APGM and VEAM perform frequent approximate subgraph mining on graph 

collections and we are interested in this kind of mining. APGM only deals with the differences 

between the vertex labels, while VEAM performs the mining process using both the vertex and 

edge label sets. 

In this paper, the last VEA M  algorithm is applied in order to create an image representation 

that will be used for classification purposes. This is because of the need of an algorithm that allows 

some variations in the data using substitution probabilities and at the same time keeping 

topology of the graphs. 

1.3 Basic Concepts: 

This work is focused on simple undirected labeled graphs. Before representing their formal definition, we define the 

domain of labels.  

Let LV and LE be label sets, where LV is a set of vertex labels and LE is a set of edge labels, the domain of 

all possible labels is denoted by L = LV U LE. 

A labeled graph in L is a 4-tuple, G = (V,E, I, J), where V is a set whose elements are called vertices, E 

⊆{{u, v}│u, v є V, u ≠ v} is a set whose elements are called edges ( edge {u, v} connecting the vertex u with the 

vertex v), I :V →LV  is a labeling function for assigning labels to vertices and J :E→LE is a labeling function for 

assigning labels to edges. 

Let G1 = (V1, E1, I1, J1) and G2 = (V2, E2, I2, I2 ) be two graphs, we say that G1 is a subgraph of G2 if V1⊆V2, 

E1⊆ E2, Ɐu є V1, I1(u) = I2(u), and Ɐe є E1, J1(e) = J2(e). In this case, we denoted by notation G1⊆G2. 

Given G1 and G2, then we say that f is an isomorphism between these graphs if f : V1→V2 is a bijective 

function, in this ∀u∈V1; f {u}∈V2∧I1{u}= I2(f(u)) and ∀{u, v}∈E1;{f (u),f(v)}∈E2∧J1 ({u, v}= J2  ({f (u), f(v)}). 

When there is an isomorphism between G1 and G2, then we say that G1 and G2 are isomorphic. 

Let Ω be set of all possible labeled graphs in L, the similarity between two elements G1; G2∈Ω is defined as 

a function sim: Ω × Ω [0, 1]. We say that the elements are very different if sim (G1, G2)= 0, the higher the value of 

sim(G1, G2),then more similar the elements are and if sim(G1, G2) = 1 then there is an isomorphism between these 

elements. 

Let D = {G1,…, GD } be a graph collection and let G be a labeled graph in L, support value of G in D is 

obtained by the following equation: 

 
If Sup(G,D) ≥ δ, then graph G occurs approximately frequent in the collection D, saying that G is a frequent 

approximate subgraph in D. The value of support threshold δ is in (0, 1] assuming that the similarity is normalized to 
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1. The frequent subgraph mining does in finding all the connected frequent approximate subgraphs in a collection of 

graphs D, using a similarity function sim and a support threshold δ. 
 

3. SYSTEM  FOR IMAGE CLASSIFICATION 
In this section, we present a framework for image classification tasks. Image classification details are introduced with 
the proposed framework. 

3.1 Proposed Framework: 
First of all, we obtain the graph-based image representation of a given set of real images using dynamic region 
merging, which gives us a graph collection to work with. Afterwards, the algorithms for frequent subgraph mining are 
implemented with the aim of obtaining all frequent subgraphs over a graph collection. Then, these subgraphs (i.e. 
patterns) are used as features and the feature vectors of the original images are made. These feature vectors are 
compared with the feature vector of input query image. Lastly, we employ a classifier generator i.e. SVM using these 
vectors as data to produce an image classification result. The complete flowchart of our image classifi cation system is 
shown in Figure 8.  

3.2  Watershed algorithm with DRM technique: 

DRM algorithm is started from a set of segmented regions. This is because a small region can provide more stable 

statistical information than a single pixel, and using regions for merging can improve a lot the computational 

efficiency. The algorithm is as follows: 

Algorithm: Segmentation by dynamic region merging 

 

3.3 Frequent Approximate Patterns: 

The VEAM[14] algorithm starts computing all frequent approximate subgraphs corresponding to single vertex 

graphs and single-edge graphs. Then, following a Depth-First Search (DFS) approach, each frequent single-edge is 

extended by adding another single-edge at a time through a recursive function, called ―Search‖. When all frequent 

approximate single-edges have been extended, then the set of all frequent approximate subgraphs in the multi-graph 

collection D is returned. 

The Search function, shown in Algorithm 1, recursively performs the candidate extension of all frequent 

graphs. A candidate set for the given frequent graph is obtained from ―GenCandidate‖ function invoked in line 2 of 

the pseudo-code. Then, the frequency of each candidate is verified, keeping only the candidates that satisfy the 

support constraint and which are not identified in  previous steps; these candidates are stored as output patterns and 

are extended performing a recursive call to Search function. 
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The aim of the GenCandidate function, shown in Algorithm 2, is to compute all candidate extensions of a given 

frequent graph T. In this candidate generation phase, all child of T and its occurrences in the simple graph collection 

D are searched. Later, the canonical forms based on adjacency matrices (CAM) for these subgraphs, which satisfy 

the similarity constraint, are computed by the ―ComputeCAM‖ function invoked in line 3 in Algorithm 2. Finally, 

each subgraph G with its corresponding CAM code and its similarity value is stored as an output candidate in C.  

 

The similarity function used by VEAM for the graph matching process , but in this case, this function allows 

performing the approximate matching considering both, vertex and edge labels. The canonical form used by VEAM 

is known as Canonical Adjacency Matrix (CAM) as it is based on the graph adjacency matrix. Notice that, sin ce the 

adjacency matrix of an undirected simple-graph is symmetric and this is the kind of graphs treated, only the upper or 

lower triangular adjacency matrices are needed for computing the CAM code of a graph. In the VEAM algorithm, 

the CAM code of a graph G is obtained following the ideas, where the adjacency matrix representation of a simple-

graph is converted into a sequence of symbols. In this way, the label vertex set, as well as the degree -based partition 

order are used as vertex invariant. Using this vertex invariant, vertices of a graph can be partitioned into equivalence 

classes, where vertices of the same class have equivalent vertex invariant values. This criteria allows performing 

permutations of the vertices into the same cluster (partition) instead to performing permutations into the whole set of 

vertices. This is because two isomorphic graphs will lead to the same partitioning of the vertices and therefore the 

same canonical code is computed from them. 

In Algorithm 3, the process of computing the CAM code of a given simple-graph is shown. First, the 

partition set P for the vertices of G is generated according to the vertex labels and the vertex degrees as partitioning 

criteria. Next, P is sorted in descending way, according to the vertex labels  in first place and the degrees as 

secondary criterion (see lines 2). Later, in each partition an internal sorting taking into account a maximum 

lexicographical order obtained from its permutations (see lines 3−14) is performed. Finally, the CAM code CAM G 

of G is obtained, which is computed according to the final ordering of P. 
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3.4 Clustering of graphs by K-means: 

K-means method is known as the most frequently used and simplest method in unsupervised classification. K-means 

algorithm is an iterative procedure. The procedure consists of the following steps: 

1. Choose K initial clusters z1(1),z2(1),...,zK(1). 

2. At the k
th

 iterative step, distribute the samples x among the K clusters using the following relation  

 
for all i = 1,2,...,K,i ≠ j, where Cj(k) denotes the set of samples whose cluster center is zj(k). 

3. Compute the new cluster centers zj(k + 1),j = 1,2,...,K, such that the sum of the squared distance from all points in 

Cj(k) to the new cluster is minimized. The measure which minimizes this is simply the s ample mean of Cj(k). 

Therefore, the new cluster center is given by 

 
where Nj is the number of samples in Cj(k). 

4. If zj(k + 1), j = 1,2,...,K, the algorithm has converged and the procedure is terminated. Otherwise go to setp 2. 

3.5 SVM Classifier: 
In order to evaluate the quality of the patterns identified we use the frequent subgraphs detected on classification 
tests. For that, the package libSVM is used for image classification through Support Vector Machine (SVM) classifier. 
Given these frequent patterns, we build feature vectors upon them, then an image is represented as a feature vector 
V = (v1, ..., vx), where x is the total number of sub-graphs identified. Thus, we build a matrix where the row number 
(1≤i≤G) corresponds to the number of graph (images) in the  collection, and the number of columns (1≤ j≤ s) 
corresponds to the number of frequent subgraphs (features).  

4. EXPERIMENTAL RESULTS 

4.1 Dataset: 

We have considered two well-known databases containing color images of simple   

objects taken from different viewpoints. The first one is the COIL-100 [15] dataset, which has 

100 objects with 72 poses per object. The second dataset is ETH-80   Image Set [16], which has 

80 objects from eight categories and each object is represented by 41 different views, giving a 
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total of 3280 images. This database is more challenging than the COIL-100 database because 

of the viewpoint diversity. Size of all images is no matter. Some example images from both datasets are as 

shown in Figure 9.Unknown dataset includes randomly selected images of variable sizes from internet of 

different categories which are present in unknown data set as shown in Figure 10.  

 
Fig 8: Framework of Graph based Image Classification 

 

 
Fig 9: Example images from the COIL-100 Image Set database (first six images), and from the ETH-80 Image Set 

database (last six images) 

     

 

Fig 10: Example images from unknown dataset 

4.2 Graph tables and comparison: 

DRM based graph generation method is compared with the quad-tree based graph generation. Comparison of DRM 

and Quad-tree in graph table is with respect to two parameters i.e. accuracy and precision which as shown in figures 

11, figure 12. The values of accuracy and precision are calculated which are better than quad -tree graph generation. 

In table 1, results on different datasets are shown. The First 3, i.e. Testing (i.e. unknown) dataset   I, II and 

III are tested for total number of images 10, 50 and 100 respectively. And last Training (i.e. COIL-100 and ETH-80) 

dataset is tested for about 7203 images. 

For example, consider Testing dataset for 10 images and query image is purple color hibiscus flower as 

shown in figure 10, number of clusters is 2 as input. Then Accuracy and Precision values for it is 83% and 88% 

respectively in case of Quad-tree based classification. In case of DRM based classification, Accuracy and Precision 

values are 90% and 92% respectively. 

Graph generated by DRM technique is very small in size as compared to quad tree in existing system. So 

lots of space and time get saved because of less number of patterns generated from graphs. 

Table 1: Accuracy and precision values achieved by Quad tree and DRM algorithms in different datasets  
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No. Description No. of images Quad-tree based classification DRM based classification 

Accuracy Precision Accuracy Precision 

1 Testing dataset I 10 80 85 90 95 

2 Testing dataset II 50 88 93 90 98 

3 Testing dataset III 100 90 95 92 99 

4 Training dataset 7203 90 95 93 99 

 

        Fig 11: Accuracy for graph generation   Fig 12:  Precision for graph generation 

5 CONCLUSION 
The goal of this project is graph based image classification in which DRM technique is used for graph generation 

which improves the performance of the system. Graph generated by DRM technique is very small in size as 

compared to quad tree in existing system. So lots of space get saved and also time get reduced because of less 

number of patterns generated from graphs. 

By using approximation in VEAM algorithm, more interesting patterns can be found for many applications, for 

example, when processing graph databases that have distortions (in terms of different topological, geometric or 

semantic variations) of similar structures in several objects. In several domains of science, distortion in data is one 

of the challenges for developing classifiers based on frequent patterns. 

  As future work, the current image segmentation technique can be fully automated in which over-segmentation 

of the data is done in automated fas ‗hion. The speed of combining the regions can be increased by using nearest 

neighbor graph. We can develop interactive DRM algorithm. We can increase the system efficiency. 
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