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ABSTRACT

The most interesting problem of the robot is inverse kinematics. The inverse kinematics problem involves the determination joint angles for the desired Cartesian position in robotics of the end effector. The control a robot arm is to find the joint angles for Cartesian position and orientation of the end effectors. The unique solution does not exist for the inverse kinematics thus there is soft computing domain for appropriate model. Artificial neural network is a technique which can be used to yield the acceptable results. The paper proposed an artificial neural network (ANN) model to find the inverse kinematics solution of a three-link manipulator. The gradient descent type learning is applied here. The multi-layered perceptron artificial neural network (MLPNN) used here. The multilayer perceptron gives a minimum error.
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INTRODUCTION:

A manipulating arm of a manipulator are consists of links that are connected by joints. Rotational and prismatic there is two types of joints are used, i.e. An additional degree of freedom is given by changing their length. The joint angles and joint offset describe the position of the end effector by giving the knowledge of the length of all rigid links. It is necessary to understand the relationship between the actuators to developing control mechanism for the robot arms. If we want to calculate the position and orientation with the help of known link parameters then it is called as forward kinematics whereas finding the position and orientation with the help of known joint variables is known as inverse kinematics.

In terms understanding, the difficulty level of inverse kinematics is greater than the forward kinematics. In forward kinematics, for given goal position the system is within constraint, there could be an infinite number of solutions. The same end point could lead to a different configuration. So, the major problem in robotics is inverse kinematics. There are many traditional methods are available such as algebraic, geometric and iterative solutions. These methods are adopted for solving inverse kinematics problem. These problem with these methods are as: time-consuming, high computational cost and suffer from numerical problems. So, the need arises to apply intelligent systems such as Fuzzy Logic, Artificial Neural Network, soft computing etc. for solving inverse kinematics.

The literature review shows that there are many methods available to solve the inverse kinematics by replacing the place of traditional numerical computational methods. The artificial neural network involves the presence of hidden layer where the computation performed whereas in fuzzy logic the number of rule bases involved. For evolutionary methods, the complexity and high computational load involves the complex algorithm. These methods are difficult to implement on hardware because these methods give a better result.

INVERSE KINEMATICS

The inverse kinematics is the analysis or procedure which is used to find the joint coordinates for a given set of the end effector. Basically, this type of method requires solving a set of equations. Equations are, in general, are nonlinear and complex. If a nonlinear equation can be solved is cannot guarantee the uniqueness of system.

We saw that for the R-P manipulator, the direct kinematics equations are:
\begin{align*}
x &= d_2 \cos \theta_1 \\
y &= d_2 \sin \theta_1
\end{align*} 
\quad \ldots \ldots \ (1)

If we restrict the revolute joint to have a joint angle in the interval \([0, 2\pi]\), there are two solutions for the inverse kinematics:

\begin{align*}
d_2 &= \sigma \sqrt{x^2 + y^2} \\
\theta_1 &= a \tan 2 \left( \frac{y}{d_2}, \frac{x}{d_2} \right) \\
\sigma &= \pm 1
\end{align*} 
\quad \ldots \ldots \ (2)

The inverse kinematics analysis for a planar 3-R manipulator appears to be complicated but we can derive analytical solutions. Recall that the direct kinematics equations (10) are:

\begin{align*}
x &= l_1 \cos \theta_1 + l_2 \cos(\theta_1 + \theta_2) + l_3 \cos(\theta_1 + \theta_2 + \theta_3) \\
y &= l_1 \sin \theta_1 + l_2 \sin(\theta_1 + \theta_2) + l_3 \sin(\theta_1 + \theta_2 + \theta_3) \\
\phi &= \theta_1 + \theta_2 + \theta_3
\end{align*} 
\quad \ldots \ldots \ (3) \quad (4) \quad (5)

We assume that we are given the Cartesian coordinates, \(x, y, \) and \(\phi\) and we want to find analytical expressions for the joint angles \(\theta_1, \theta_2, \) and \(\theta_3\) in terms of the Cartesian coordinates. Substituting 10(c) into 10(a) and 10(b) we can eliminate \(\theta_3\) so that we have two equations in \(\theta_1\) and \(\theta_2:\)

\begin{align*}
x - l_3 \cos \phi &= l_1 \cos \theta_1 + l_2 \cos(\theta_1 + \theta_2) \\
y - l_3 \sin \phi &= l_1 \sin \theta_1 + l_2 \sin(\theta_1 + \theta_2)
\end{align*} 
\quad \ldots \ldots \ (6) \quad (7)

Where the unknowns have been grouped on the right-hand side; the left-hand side depends only on the end effector or Cartesian coordinates and is therefore known.

Rename the left hand sides, \(x' = x - l_3 \cos \phi, y' = y - l_3 \sin \phi\) for convenience. We regroup terms in (d) and (e), square both sides in each equation and add them:

\begin{align*}
(x' - l_1 \cos \theta_1)^2 + (y' - l_1 \sin \theta_1)^2 &= (l_2 \cos(\theta_1 + \theta_2))^2 + (l_2 \sin(\theta_1 + \theta_2))^2
\end{align*}

After rearranging the terms we get a single nonlinear equation in \(\theta_1:\)

\begin{align*}
(-2l_1 x') \cos \theta_1 + (-2l_1 y') \sin \theta_1 + (x'^2 + y'^2 + l_1^2 - l_2^2) &= 0
\end{align*} 
\quad \ldots \ldots \ (8)

Notice that we started with three nonlinear equations in three unknowns. We reduced the problem to solving two nonlinear equations in two unknowns. And now we have simplified it further to solving a single nonlinear equation in one unknown (f). Equation (f) is of the type

\begin{align*}
P \cos \alpha + Q \sin \alpha + R &= 0
\end{align*} 
\quad \ldots \ldots \ (9)

There are two solutions for \(\theta_1\) given by:

\begin{align*}
\theta_1 &= \gamma + \sigma \cos^{-1} \left[ \frac{-x'^2 + y'^2 + l_1^2 - l_2^2}{2 \sqrt{x'^2 + y'^2}} \right] \\
\text{Where} \quad \gamma &= a \tan 2 \left[ \frac{-y'}{\sqrt{x'^2 + y'^2}}, \frac{-x'}{\sqrt{x'^2 + y'^2}} \right] \\
\text{And} \quad \sigma &= \pm 1
\end{align*} 
\quad \ldots \ldots \ (10)

Note that there are two solutions for \(\theta_1\), one corresponding to \(\sigma = +1\), the other corresponding to \(\sigma = -1\). Substituting any one of these solutions back into Equations gives us:
\[
\cos(\theta_1 + \theta_2) = \frac{x' - l_1 \cos \theta_1}{l_2} \\
\sin(\theta_1 + \theta_2) = \frac{y' - \sin \theta_1}{l_2}
\]

And,
\[
\theta_2 = \arctan2\left(\frac{y' - \sin \theta_1}{x' - l_1 \cos \theta_1}\right) - \theta_1
\]

Thus, for each solution for \(\theta_1\), there is one (unique) solution for \(\theta_2\).

Finally, \(\theta_3\) can be easily determined:
\[
\theta_3 = \Phi - \theta_1 - \theta_2
\]

Equations (h-j) are the inverse kinematics solution for the 3-R manipulator. For a given end effectors position and orientation, there are two different ways of reaching it, each corresponding to a different value of \(\sigma\).

**ARTIFICIAL NEURAL NETWORK**

A neural network is a machine that is designed to model the way in which the brain performs a particular task or function of interest. To achieve good performance, they employ a massive interconnection of simple computing cells referred to as ‘Neurons’ or ‘processing units’. Hence a neural network viewed as an adaptive machine can be defined as A neural network is a massively parallel distributed processor made up of simple processing units, which has a natural propensity for storing experimental knowledge and making it available for use. It resembles the brain in two respects:

1. Knowledge is acquired by the network from its environment through a learning process.
2. Interneuron connection strengths, known as synaptic weights, are used to store the acquired knowledge.

Neural networks are composed of simple elements operating in parallel. These elements are inspired by biological nervous systems. As in nature, the network function is determined largely by the connections between elements. We can train a neural network to perform a particular function by adjusting the values of the connections (weights) between elements. Commonly neural networks are adjusted, or trained so that a particular input leads to a specific target output. Such a situation in the following figure

![Fig 4.1: Neural Network Model](image_url)

The true power and advantage of neural networks lie in their ability to represent both linear and non-linear relationships and in their ability to learn these relationships directly from the data being modeled. Traditional linear models are simply inadequate
when it comes to modeling data that contains non-linear characteristics. Neural networks are designed to work with patterns - they can be classified as pattern classifiers or pattern associates.

RESULTS

The network is trained to generate the desired result. Here the input-output mapping is used to compare the generated result with the desired result. Approximately one thousand epochs are used to generate the desired output. One thousand maximum fail value is set here. 'Trainum' and backpropagation algorithm is used here.

![Artificial Neural Network Used for Training](image1.png)

![Artificial Neural Network Training](image2.png)
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