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ABSTRACT 

Brain tumors remain a major clinical concern due to their significant incidence and associated mortality 

rates, underscoring the critical need for accurate and automated segmentation to support diagnosis and 

treatment. While deep learning has brought notable improvements in segmentation performance, several 

limitations continue to challenge existing methods. In response, we propose a new architecture termed Dual 

Encoder Mirror Difference Residual U-Net (DEMD-ResUNet). This model utilizes two parallel encoders to 

process both the original and its horizontally flipped version of the input image. Furthermore, residual units 

replace conventional convolutional blocks within the encoder, simplifying the training process and reducing risks 

such as vanishing gradients or the loss of fine-grained details. 

To enhance feature discrimination, the architecture incorporates a Multimodal Difference Feature 

Augmentation (MDFA) module, which emphasizes abnormal regions across both original and mirrored 

modalities. In addition, a Mirror Difference Feature Fusion (MDFF) block is positioned between the encoder 

and decoder paths to effectively combine symmetric features from the dual encoders and improve segmentation 

accuracy. Experimental results, including ablation studies, validate the contribution of each proposed module. 

The DEMD-ResUNet achieves high Dice similarity scores on the BraTS 2018 and BraTS 2019 benchmarks, 

reporting 0.862, 0.925, and 0.905 for Enhanced Tumor (ET), Whole Tumor (WT), and Tumor Core (TC) 

respectively on BraTS 2018, and 0.869, 0.922, and 0.916 for the same metrics on BraTS 2019. 

Keywords: Brain tumors, Tumor segmentation, U-Net model, MRI (Magnetic Resonance Imaging), Accuracy, 

Deep learning, Dice similarity coefficient (DSC), Intersection over Union (IoU). 

 

1.INTRODUCTION 

1.1. GENERAL SYSTEM 

The human brain is the central organ of the nervous system, responsible for regulating essential bodily 

functions and cognitive processes. It receives signals from various sensory organs, processes this information, 

and coordinates responses vital to human survival and activity. Due to its complexity and significance, the brain 

remains a major focus of medical research and diagnosis. 

Brain tumors, defined as abnormal growths of cells in the brain or central nervous system, pose serious risks 

to neurological function and patient quality of life. Tumors can disrupt motor skills, sensory perception, 

cognition, and even personality. These tumors are classified as benign or malignant, with nearly 200 types 

reported in different regions of the brain. Recent studies highlight an alarming rise in brain tumor incidence and 

its association with increased mortality. The American Cancer Society and the National Brain Tumor Foundation 

report a 300% increase in brain tumor-related deaths over the past three decades. 
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Early diagnosis and treatment are crucial for improving patient outcomes. However, diagnosing brain tumors 

remains challenging due to their heterogeneity and the complex structure of the brain. Biopsy, the gold standard 

for diagnosis, is invasive and may cause complications such as bleeding or functional loss. Hence, non-invasive 

techniques such as magnetic resonance imaging (MRI) have become the cornerstone for tumor identification, 

classification, and treatment planning. 

MRI is preferred due to its ability to capture high-resolution images in axial, sagittal, and coronal planes. It 

distinguishes among gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) based on water 

content. Additionally, MRI can reveal tumor structures such as necrosis, core tumor, and edema. Nevertheless, 

differentiating these components remains difficult due to similar intensity features across MRI sequences like 

T1-weighted, T2-weighted, and FLAIR. 

According to the World Health Organization (WHO), brain tumors are categorized into four grades: Grades 

I and II are considered low-grade (non-malignant), while Grades III and IV are high-grade (malignant). High-

grade tumors are aggressive and associated with poor prognosis, with an average life expectancy of less than two 

years. Accurate segmentation and classification of these tumors are essential for effective diagnosis, treatment 

planning, and monitoring. 

Traditional segmentation methods—such as thresholding, region growing, and edge detection—are often 

inadequate due to the variability in tumor size, location, and shape. Manual segmentation is time-consuming and 

subject to inter-observer variability. As a result, the integration of artificial intelligence (AI), especially deep 

learning (DL) methods, has gained traction for brain tumor segmentation tasks. 

Deep learning models like convolutional neural networks (CNNs), fully convolutional networks (FCNs), U-

Net, SegNet, ResNet, and DenseNet have shown promising results in medical image analysis. These models can 

automatically learn hierarchical features from multi-modal MRI data, improving the accuracy and efficiency of 

tumor detection. Despite these advancements, challenges remain due to intensity inhomogeneity, noise, and 

overlapping intensities between healthy and tumorous tissues. 

To address these issues, we propose a robust method that incorporates image denoising and enhanced feature 

extraction for improved tumor segmentation. This work leverages the ResUNet architecture—a fusion of the U-

Net and ResNet models—tailored for semantic segmentation of brain tumors from multi-modal MRI data. The 

goal is to aid radiologists with a non-invasive, accurate, and automated tool that supports clinical decision-

making. 

1.2 APPROACHES TO TUMOR DETECTION 

a) Magnetic Resonance Spectroscopy (MRS): Magnetic Resonance Spectroscopy (MRS) is a non-

invasive imaging technique used to identify chemical and metabolic changes in body tissues, particularly 

in the brain. Unlike traditional MRI, which focuses on anatomical structure, MRS provides functional 

insights by analyzing the biochemical composition of tissues. This modality proves especially useful in 

detecting neurological disorders, including brain tumors, multiple sclerosis, Alzheimer’s disease, and 

tissue damage following radiation therapy. MRS can reveal tumor characteristics that may not be clearly 

visible in conventional MRI scans, offering complementary information for diagnosis and treatment 

planning.  

 

b) Biopsy: In situations where imaging alone does not provide a definitive diagnosis, a biopsy is necessary 

to determine the exact nature of a brain tumor. This procedure involves surgically removing a small tissue 

sample from the suspected area, which is then examined under a microscope by a pathologist. The biopsy 

helps classify the tumor type and guide treatment strategies. Depending on the tumor's location, a biopsy 

may be performed via a minimally invasive approach, such as a needle biopsy through a small opening 

in the skull (stereotactic biopsy), or during open surgery if a larger tissue sample is required. 

 

c) Diffusion Tensor Imaging (DTI): Diffusion Tensor Imaging (DTI) is an advanced MRI-based 

technique that maps the diffusion of water molecules in brain tissues. It is particularly valuable for 

visualizing white matter tracts and understanding the connectivity within the brain. DTI assists in pre-

surgical planning by helping surgeons avoid critical fiber pathways when removing tumors. By providing 

detailed information on the orientation and integrity of neural tracts, DTI enhances the accuracy of brain 

tumor diagnosis and contributes to safer, more effective surgical interventions. 
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1.3 DOMAIN OVERVIEW 

In recent years, deep learning has revolutionized numerous technological domains, with computer vision 

emerging as one of the most dynamic and impactful areas. Computer vision enables machines to interpret 

and analyze visual inputs such as images and videos without human intervention. This capability forms 

the backbone of modern innovations like autonomous vehicles, facial recognition systems, and biometric 

authentication. 

At the heart of computer vision lies image processing, a technique that involves analyzing and 

manipulating images to extract meaningful information. Every digital image is composed of pixels, 

which are the smallest individual units that make up the image. The resolution of an image is determined 

by its dimensions—width and height—measured in pixels. For instance, an image sized 500×400 

contains a total of 200,000 pixels. 

Each pixel represents a specific color or intensity value, depending on the image type. Common pixel 

representations include: 

 

• Grayscale: Each pixel has a value ranging from 0 to 255, where 0 corresponds to black and 255 to white. 

• RGB (Red, Green, Blue): Each pixel contains three components, each ranging from 0 to 255, 

representing different intensities of red, green, and blue. 

• RGBA (Red, Green, Blue, Alpha): This format extends RGB by adding an alpha channel to define the 

pixel's transparency. 

The process of image processing involves applying a defined series of operations to every pixel in the 

image. These operations are typically carried out sequentially—each transformation step is completed 

for all pixels before proceeding to the next. The purpose of these transformations can range from 

enhancing visual quality to detecting specific patterns or features within the image. 

Fundamentally, image processing converts visual data into a digital format and applies mathematical and 

algorithmic procedures to extract or enhance useful information. Most systems treat images as two-

dimensional signals and apply traditional signal processing techniques for analysis and interpretation. 

 

 

 

2 METHODOLOGY 
 

This research introduces a fully automated framework for brain tumor segmentation using an enhanced ResUNet 

model. The approach is structured into distinct stages: data acquisition, image preprocessing, tumor 

segmentation, classification, and performance evaluation. Each phase is designed to improve the system’s 

accuracy, computational efficiency, and adaptability to varying tumor characteristics. 

A. Data Acquisition: 

MRI scans utilized in this study are sourced from publicly available repositories such as the BraTS dataset. These 

scans consist of multiple imaging modalities (including T1, T2, and FLAIR), each contributing unique 

anatomical and pathological insights essential for precise tumor identification. 

B. Image Preprocessing: 

Prior to segmentation, images undergo a series of preprocessing techniques to standardize input data and enhance 

visual clarity: 

• Contrast Limited Adaptive Histogram Equalization (CLAHE): Enhances local contrast in the 

image. 

• Anisotropic Diffusion Filtering: Reduces image noise while preserving critical edge information. 

• Normalization: Standardizes pixel intensity values to a uniform range for consistent model input. 

• Resizing and Cropping: Adjusts image dimensions to fit the input requirements of the neural network. 

These steps ensure that the data fed into the model is clean, consistent, and optimally prepared for deep learning. 

C. ResUNet-Based Segmentation: 

The core segmentation model employed is ResUNet, which builds upon the traditional U-Net architecture by 

introducing: 
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• Encoder-Decoder Structure: Facilitates the extraction of both high-level semantic features and low-

level spatial details. 

• Residual Connections: Improve feature propagation and mitigate issues like vanishing gradients in 

deep networks. 

• Skip Connections: Bridge the encoder and decoder paths to maintain spatial accuracy and preserve fine 

structural details. 

This hybrid design allows the network to effectively learn and segment tumor regions with varied shapes, sizes, 

and textures. 

D. Tumor Classification: 

After segmentation, the system employs a Support Vector Machine (SVM) to classify the segmented regions. 

Based on extracted features, the SVM model distinguishes between benign and malignant tumors, or categorizes 

them according to predefined medical classifications. 

E. Performance Evaluation: 

To assess the reliability and accuracy of the proposed system, the following metrics are used: 

• Dice Similarity Coefficient (DSC): Evaluates the spatial overlap between predicted and actual tumor 

masks. 

• Intersection over Union (IoU): Measures segmentation consistency and precision. 

• Accuracy: Indicates the proportion of correctly segmented and classified regions. 

These metrics collectively offer a comprehensive understanding of the model’s effectiveness. 

F. Computational Efficiency: 

The proposed model demonstrates high processing speed, completing segmentation of a single MRI image in 

approximately 0.42 seconds. This rapid response time highlights the system’s potential for real-time application 

in clinical environments, where efficiency is crucial. 

3.EXPERIMENTAL DETAILS 

 

Fig 1: Proposed system architecture 

1. Residual Blocks: 

• Help overcome the vanishing gradient problem by allowing shortcuts between layers. 

• Enable deeper networks while retaining training stability. 
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• Improve feature reuse and convergence speed. 

2. Attention Mechanism 

• Focuses on important regions in the image (e.g., tumor areas) by suppressing less relevant 

features. 

• Enhances segmentation accuracy by learning where to look. 

3. Multi-scale Feature Extraction 

• Processes input at different resolutions to capture both global context and local details. 

• Ensures robust segmentation across tumors of varying shapes and sizes. 

4. Denoising and Preprocessing (Optional) 

• Advanced preprocessing techniques such as CLAHE (Contrast Limited Adaptive 

Histogram Equalization) and diffusion filtering are used to improve image quality before feeding 

it into the model. 

Using a contrast-enhanced MRI dataset, the model was implemented in Python with TensorFlow. Trained on 

80% of data and tested on 20%, the model achieved Dice Score >0.90 and processed each image in ~0.42 seconds. 

 

 

Fig 2: Training and Validation Loss 

The left graph shows the Dice Coefficient, which reflects segmentation accuracy. The training Dice steadily 

improves and stabilizes above 0.85, indicating effective learning. The validation Dice also improves over time 

and aligns with the training curve around epochs 20 to 25, suggesting good generalization. Although the initial 

best epoch is marked at 1, performance continues to improve beyond that point. 

The right graph illustrates the Loss Curve. The training loss consistently decreases, showing successful error 

minimization. The validation loss is slightly more erratic but shows a downward trend and stabilizes near epoch 

28, marked as the best performance on unseen data. 

Together, these plots demonstrate that the model not only learns effectively but also avoids overfitting. The high 

Dice score and low loss confirm strong performance in segmenting brain tumors from MRI images. 

 

4. CONCLUSION 

This research introduces a robust and innovative pipeline for the automated segmentation and classification of 

brain tumors using magnetic resonance (MR) imaging. The proposed approach incorporates novel enhancements 
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at each stage of the process, with particular focus on adapting these techniques to the specific challenges posed 

by MR images. This tailored design reflects the model’s originality and effectiveness. 

A key strength of the model lies in its dynamic focus on critical image regions, allowing it to accurately capture 

intricate tumor boundaries across varying tumor types and contrast conditions. The integration of a spatial 

attention mechanism significantly enhances feature extraction and boundary precision, further supporting the 

model’s practical utility in clinical applications. 

Experimental evaluations confirm the model's strong performance. The spatial attention mechanism, integrated 

into the encoder module, contributes to improved feature representation. Overall, results demonstrate that the 

proposed method not only achieves high accuracy but also holds promise for real-world medical implementation. 
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