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Abstract 
Numerous customer reviews of products are now available on the Internet. Customer reviews contain rich and valuable 

Knowledge for both firms and users. However, the reviews are often disorganized, leading to difficulties in information 

navigation and knowledge acquisition. This article proposes a product aspect ranking framework, which automatically identifies 

the important aspects of products from online customer reviews, aiming at improving the usability of the numerous reviews. The 

important product aspects are identified based on two observations: 1) the important aspects are usually commented on by a 

large number of customers and 2) customer opinions on the important aspects greatly influence their overall opinions on the 

product. In particular, given the customer reviews of a product, we first identify product aspects by a shallow dependency parser 

and determine customer opinions on these aspects via a sentiment classifier. We then develop a probabilistic aspect ranking 

algorithm to infer the importance of aspects by simultaneously considering aspect frequency and the influence of customer 

opinions given to each aspect over their overall opinions. The experimental results on a review corpus of 21 popular products in 

eight domains demonstrate the effectiveness of the proposed approach. Moreover, we apply product aspect ranking to two real-

world applications, i.e., document-level sentiment classification and extractive review summarization, and achieve significant 

performance improvements, which demonstrate the capacity of product aspect ranking in facilitating real-world applications. 
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I.  INTRODUCTION  

Recent years have witnessed the rapidly expanding e-commerce. A recent study from Com Score reports that online retail 

spending reached $37.5 billion in Q2 2011 U.S. [5]. Millions of products from various merchants have been offered online. For 

example, Bing Shopping1 has indexed more than five million products. Amazon.com archives a total of more than 36 million 

products. Shopper.com records more than five million products from over 3,000 merchants. Most retail Websites encourage 

customers to write reviews to express their opinions on various aspects of the products. Here, an aspect, also called feature in 

literatures, refers to a component or an attribute of a certain product. A sample review aspect “battery life" of product Nokia N95. 

Besides the retail Websites, many forum Websites also provide a platform for customers to post reviews on millions of products. 

For example, CNet.com involves more than seven million product reviews; whereas Pricegrabber.com contains millions of 

reviews on more than 32 million products in 20 distinct categories over 11,000 merchants. Such numerous customer reviews 

contain rich and valuable knowledge and have become an important resource for both customers and firms. Customers commonly 

seek quality information from online reviews prior to purchasing a product, while many firms use online reviews as important 

feedbacks in their product development, marketing, and customer relationship management. We argue that some aspects are more 

important than the others, and have greater impact on the eventual customers’ decision making as well as firms’ product 

development strategies. For example, some aspects of iPhone 3GS, e.g., “usability" and “battery," are concerned by most 

customers, and are more important than the others such as “usb" and “button." For a camera product, the aspects such as “lenses" 

and “picture quality" would greatly influence customer opinions on the camera, and they are more important than the aspects such 

as “a/v cable" and “wrist strap." Hence, identifying important product aspects will improve the usability of numerous reviews and 

is beneficial to both customers and firms. Customers can conveniently make wise purchasing decision by paying more attentions 

to the important aspects, while firms can focus on improving the quality of these aspects and thus enhance product reputation 

effectively. However, it is impractical for people to manually identify the important aspects of products from numerous reviews. 

Therefore, an approach to automatically identify the important aspects is highly demanded. 
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II. PROPOSED OF SYSTEM 

A. Scope: 

   • A product aspect ranking framework to automatically identify the important aspects of products from numerous customer 

reviews. 

 

• A  probabilistic aspect ranking algorithm to infer the importance of various aspects by simultaneously exploiting aspect 

frequency and  the influence of customers’ opinions given to each aspect over their overall opinions on the product. 

 

• The potential of aspect ranking in real-world applications. Significant performance improvements are obtained on the 

applications of document-level sentiment classification and extractive review summarization by making use of aspect ranking.   

The proposed framework and its components are domain-independent and generally applicable in other domains, such as hotel, 

hawker center, and clothes etc. 

 

B. Objectives: 

                

 To develop a system which should automatically identify the important aspects of products from numerous customer 

reviews.   

 A system which should determine the customer opinions on these aspects. 

 To develop a system which should infer the importance of various aspects by considering aspect frequency. 

 A system which should identify the influence of customer’s opinions given to each aspect over their overall opinions on 

the product. 

 A system which then ranks the important aspects. 

III. SYSTEM ARCHITECTURE 

The proposed Product Aspect Ranking framework. We start with an overview of its pipeline consisting of three main components: 

 
Figure: System architecture  

 

(a) Aspect identification: 

      In Aspect Identification it identifies the aspects by extracting the frequent noun terms in the reviews aspects are usually nouns 

or noun phrases and it obtains highly accurate aspects by extracting frequent noun terms from the Pros and Cons reviews. For 

identifying aspects in the free text reviews, a straightforward solution is to employ an existing aspect identification approach is 

used. The System has used a phrase dependency parser to extract noun phrases, which form candidate aspects. To filter out the 

noises, they used a language model by an intuition that the more likely a candidate to be an aspect, the more closely it related to 

the reviews. The language model was built on product reviews, and used to predict the related scores of the candidate aspects. The 

candidates with low scores were then filtered out. 
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Figure: Work Breakdown Structure of system 

 

(b) Sentiment classification on aspects;  

       The task of analyzing the sentiments expressed on aspects is called aspect-    level sentiment classification.  The supervised 

learning approaches and the lexicon-based approaches, which are typically unsupervised. The lexicon-based methods utilize a 

sentiment lexicon consisting of a list of sentiment words, phrases and idioms, to determine the sentiment orientation on each 

aspect. While these methods are easily to implement, their performance relies heavily on the quality of the sentiment lexicon. A 

sentiment classifier based on training corpus. The classifier is then used to predict the sentiment on each aspect. Many learning-

based classification models are applicable, for example, Support Vector Machine (SVM), Naive Bayes, and Maximum Entropy 

(ME) model etc. . Supervised learning is dependent on the training data and cannot perform well without sufficient training 

samples.  

. 

(c) Probabilistic aspect ranking. 

                A probabilistic aspect ranking algorithm to identify the important aspects of a product from customer reviews. 

Generally, important aspects have the following characteristics: (i) They are frequently commented in customer reviews; (ii) 

Customer’s opinions on these aspects greatly influence their overall opinions on the product.. 
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IV. ALGORITHM OF SYSTEM 

A. Algorithm of Standford Parser 

Input: Free text review 

Output: Review without stop words. 

step 1: Free text review is browsed from the system. 

step 2: Selected free text review is displayed in the textbox. 

step 3: Free text review is split into sentences. 

step 4: Each sentence is parsed separately. 

step 5: Stop words are removed from the review. 

B. Algorithm of SVM classifier 

Input: Free text Review without stop words. 

Output: Identified aspects of the Free text review. 

step 1: pros and cons reviews are used to extract the noun terms 

step 2: Every word of sentences is compared with the vocabulary      that is provided by pros and cons reviews. 

step 3: Frequent noun terms are obtained. 

Step 4: Frequent noun terms are compared with the vocabulary. 

step 5: Noises in the frequent noun terms are removed. 

step 6: After removing the noises noun terms are compared with the vocabulary of aspects. 

step 7: Product aspects are identified. 

C. Sentiment Classification 

 

1) Sentiment Classification on basis of product aspects. 

      1.1) Lexicon Based Approach 

Algorithm of Sentiment Classification on basis of product aspects. 

 

Input: Review documents on a specific product. 

 

Output: Review documents are classified under the aspects that are mentioned in the reviews. 

 

Step 1: Review documents on a specific product are taken as an input to the system. 

Step 2: The aspects are identified from the reviews with the help of vocabulary provided by Pros & cons reviews. 

Step 3: The different classes of aspects are created. 

Step 4: The class representative of the class is the aspect and the class representative is compared with the aspects present in the 

review document 

Step 5: If aspect of document and representative of class are matched then the document is classified under that aspect. 
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D.  Sentiment Classification on basis of  Document Polarity 

    Lexicon Based Approach 

Algorithm of Sentiment Classification on basis of  Document Polarity 

Input: Documents of Product Reviews.  

Output: Documents are classified on the basis of its polarity. 

Step 1:Review documents are taken as an input to the system. 

Step 2: Review is converted in the lexicons. 

Step 3: Stop words are removed from the review. 

Step 4: The positive terms and Negative terms are counted. And Negation is checked. 

Step 5: Term score is used to identify its polarity. 

E. Probabilistic Aspect Ranking Algorithm 

Algorithm for Aspect Ranking 
Input: Customer Review corpus R each Review  r ε R is associated with vector of opinions   on Specific aspects 

Output: Importance Score for m all aspects 

Step 1: All review documents are retrieved. 

Step 2: For all documents aspects are identified. 

Step 3: For all identified aspects Importance Score is generated. 

 

CONCLUSION 
     A product aspect ranking framework to identify the important aspects of products from numerous customer reviews. The 

framework contains three main components, i.e., product aspect identification, aspect sentiment classification, and aspect ranking. 

The System first exploited the Pros and Cons reviews to improve aspect identification and sentiment classification on free-text 

reviews. Then developed a probabilistic aspect ranking algorithm to infer the importance of various aspects of a product from 

numerous reviews. The algorithm simultaneously explores aspect frequency and the influence of customer opinions given to each 

aspect over the overall opinions. The product aspects are finally ranked according to their importance scores. 
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