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ABSTRACT 
 

 To design and development CaPGP toaddress a number of security problems altogether, such asonline 

guessing attacks, relay attacks.It offers reasonable security and usability and appears to fit well with some 

practical applications for improving online security. 

 
1. TESTING 
       The various levels of testing are 

1. White Box Testing 

2. Black Box Testing 

3. Unit Testing 

4. Functional Testing 

5. Performance Testing 

6. Integration Testing 

7. Objective 

8. Integration Testing 

9. Validation Testing 

10. System Testing 

11. Structure Testing 

12. Output Testing 

13. User Acceptance Testing 
 

1. White Box Testing 

White-box testing (also known as clear box testing, glass box testing, transparent box testing, 

and structural testing) is a method of testing software that tests internal structures or workings of an 

application, as opposed to its functionality (i.e. black-box testing). In white-box testing an internal perspective 

of the system, as well as programming skills, are used to design test cases. The tester chooses inputs to exercise 

paths through the code and determine the appropriate outputs. This is analogous to testing nodes in a circuit, 

e.g. in-circuit testing (ICT). 

While white-box testing can be applied at the unit, integration and system levels of the software 

testing process, it is usually done at the unit level. It can test paths within a unit, paths between units during 

integration, and between subsystems during a system–level test. Though this method of test design can uncover 

many errors or problems, it might not detect unimplemented parts of the specification or missing requirements. 

White-box test design techniques include: 

 Control flow testing 

 Data flow testing 

 Branch testing 

 Path testing 

 Statement coverage 

 Decision coverage 

 

White-box testing is a method of testing the application at the level of the source code. The test cases are 

derived through the use of the design techniques mentioned above: control flow testing, data flow testing, 

branch testing, path testing, statement coverage and decision coverage as well as modified condition/decision 
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coverage. White-box testing is the use of these techniques as guidelines to create an error free environment by 

examining any fragile code.  

These White-box testing techniques are the building blocks of white-box testing, whose essence is the 

careful testing of the application at the source code level to prevent any hidden errors later on. These different 

techniques exercise every visible path of the source code to minimize errors and create an error-free 

environment. The whole point of white-box testing is the ability to know which line of the code is being 

executed and being able to identify what the correct output should be. 

 

Levels 

1. Unit testing. White-box testing is done during unit testing to ensure that the code is working as 

intended, before any integration happens with previously tested code. White-box testing during unit 

testing catches any defects early on and aids in any defects that happen later on after the code is 

integrated with the rest of the application and therefore prevents any type of errors later on. 

2. Integration testing. White-box testing at this level are written to test the interactions of each interface 

with each other. The Unit level testing made sure that each code was tested and working accordingly in 

an isolated environment and integration examines the correctness of the behaviour in an open 

environment through the use of white-box testing for any interactions of interfaces that are known to 

the programmer. 

3. Regression testing. White-box testing during regression testing is the use of recycled white-box test 

cases at the unit and integration testing levels. 

White-box testing's basic procedures involve the understanding of the source code that you are testing at a 

deep level to be able to test them. The programmer must have a deep understanding of the application to know 

what kinds of test cases to create so that every visible path is exercised for testing. Once the source code is 

understood then the source code can be analysed for test cases to be created. These are the three basic steps that 

white-box testing takes in order to create test cases: 

1. Input, involves different types of requirements, functional specifications, detailed designing of 

documents, proper source code, security specifications. This is the preparation stage of white-box 

testing to layout all of the basic information. 

2. Processing Unit, involves performing risk analysis to guide whole testing process, proper test plan, 

execute test cases and communicate results. This is the phase of building test cases to make sure they 

thoroughly test the application the given results are recorded accordingly. 

3. Output, prepare final report that encompasses all of the above preparations and results. 

 

2. Black Box Testing 

Black-box testing is a method of software testing that examines the functionality of an application 

(e.g. what the software does) without peering into its internal structures or workings (see white-box testing). 

This method of test can be applied to virtually every level of software 

testing: unit, integration,system and acceptance. It typically comprises most if not all higher level testing, but 

can also dominate unit testing as well 

Test procedures 

Specific knowledge of the application's code/internal structure and programming knowledge in general 

is not required. The tester is aware of what the software is supposed to do but is not aware of how it does it. For 

instance, the tester is aware that a particular input returns a certain, invariable output but is not aware of how the 

software produces the output in the first place.
 

Test cases 

Test cases are built around specifications and requirements, i.e., what the application is supposed to do. 

Test cases are generally derived from external descriptions of the software, including specifications, 

requirements and design parameters. Although the tests used are primarily functional in nature, non-

functional tests may also be used. The test designer selects both valid and invalid inputs and determines the 

correct output without any knowledge of the test object's internal structure. 

Test design techniques 

Typical black-box test design techniques include: 

 Decision table testing 

 All-pairs testing 

 State transition tables 
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 Equivalence partitioning 

 Boundary value analysis 

 

3. Unit testing 

In computer programming, unit testing is a method by which individual units of source code, sets of 

one or more computer program modules together with associated control data, usage procedures, and operating 

procedures are tested to determine if they are fit for use. Intuitively, one can view a unit as the smallest testable 

part of an application. In procedural programming, a unit could be an entire module, but is more commonly an 

individual function or procedure. In object-oriented programming, a unit is often an entire interface, such as a 

class, but could be an individual method. Unit tests are created by programmers or occasionally by white box 

testers during the development process. 

Ideally, each test case is independent from the others. Substitutes such as method stubs, mock 

objects, fakes, and test harnesses can be used to assist testing a module in isolation. Unit tests are typically 

written and run by software developers to ensure that code meets its design and behaves as intended. Its 

implementation can vary from being very manual (pencil and paper)to being formalized as part of build 

automation. 

Testing will not catch every error in the program, since it cannot evaluate every execution path in any 

but the most trivial programs. The same is true for unit testing. Additionally, unit testing by definition only tests 

the functionality of the units themselves. Therefore, it will not catch integration errors or broader system-level 

errors (such as functions performed across multiple units, or non-functional test areas such as performance).  

Unit testing should be done in conjunction with other software testing activities, as they can only show 

the presence or absence of particular errors; they cannot prove a complete absence of errors. In order to 

guarantee correct behaviour for every execution path and every possible input, and ensure the absence of errors, 

other techniques are required, namely the application of formal methods to proving that a software component 

has no unexpected behaviour. 

Software testing is a combinatorial problem. For example, every Boolean decision statement requires at least 

two tests: one with an outcome of "true" and one with an outcome of "false". As a result, for every line of code 

written, programmers often need 3 to 5 lines of test code.
 

 This obviously takes time and its investment may not be worth the effort. There are also many 

problems that cannot easily be tested at all – for example those that are nondeterministic or involve 

multiple threads. In addition, code for a unit test is likely to be at least as buggy as the code it is testing. Fred 

Brooks in The Mythical Man-Month quotes: never take two chronometers to sea. Always take one or 

three. Meaning, if two chronometers contradict, how do you know which one is correct? 

Another challenge related to writing the unit tests is the difficulty of setting up realistic and useful tests. 

It is necessary to create relevant initial conditions so the part of the application being tested behaves like part of 

the complete system. If these initial conditions are not set correctly, the test will not be exercising the code in a 

realistic context, which diminishes the value and accuracy of unit test results. 

To obtain the intended benefits from unit testing, rigorous discipline is needed throughout the software 

development process. It is essential to keep careful records not only of the tests that have been performed, but 

also of all changes that have been made to the source code of this or any other unit in the software. Use of 

a version control system is essential. If a later version of the unit fails a particular test that it had previously 

passed, the version-control software can provide a list of the source code changes (if any) that have been applied 

to the unit since that time. 

It is also essential to implement a sustainable process for ensuring that test case failures are reviewed 

daily and addressed immediately if such a process is not implemented and ingrained into the team's workflow, 

the application will evolve out of sync with the unit test suite, increasing false positives and reducing the 

effectiveness of the test suite. 

Unit testing embedded system software presents a unique challenge: Since the software is being 

developed on a different platform than the one it will eventually run on, you cannot readily run a test program in 

the actual deployment environment, as is possible with desktop programs [7]. 

 

4. Functional testing 

Functional testing is a quality assurance (QA) process and a type of black box testing that bases its 

test cases on the specifications of the software component under test. Functions are tested by feeding them input 

and examining the output, and internal program structure is rarely considered (not like in white-box 

testing). Functional Testing usually describes what the system does. 

Functional testing differs from system testing in that functional testing "verifies a program by checking it against 

... design document(s) or specification(s)", while system testing "validate a program by checking it against the 

published user or system requirements" (Kane, Falk, Nguyen 1999, p. 52). 
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Functional testing typically involves five steps .The identification of functions that the software is expected 

to perform 

1. The creation of input data based on the function's specifications 

2. The determination of output based on the function's specifications 

3. The execution of the test case 

4. The comparison of actual and expected outputs 
 

5. Performance testing 

In software engineering, performance testing is in general testing performed to determine how 

a system performs in terms of responsiveness and stability under a particular workload. It can also serve to 

investigate, measure, validate or verify other quality attributes of the system, such as scalability, reliability and 

resource usage. 

Performance testing is a subset of performance engineering, an emerging computer science practice 

which strives to build performance into the implementation, design and architecture of a system. 

 

6.  Testing types 

6.1 Load testing 

Load testing is the simplest form of performance testing. A load test is usually conducted to understand 

the behaviour of the system under a specific expected load. This load can be the expected concurrent number of 

users on the application performing a specific number of transactions within the set duration. This test will give 

out the response times of all the important business critical transactions. If the database, application server, etc. 

are also monitored, then this simple test can itself point towards bottlenecks in the application software. 

6.2 Stress testing 

Stress testing is normally used to understand the upper limits of capacity within the system. This kind 

of test is done to determine the system's robustness in terms of extreme load and helps application 

administrators to determine if the system will perform sufficiently if the current load goes well above the 

expected maximum. 

6.3 Soak testing 

Soak testing, also known as endurance testing, is usually done to determine if the system can sustain 

the continuous expected load. During soak tests, memory utilization is monitored to detect potential leaks. Also 

important, but often overlooked is performance degradation. That is, to ensure that the throughput and/or 

response times after some long period of sustained activity are as good as or better than at the beginning of the 

test. It essentially involves applying a significant load to a system for an extended, significant period of time. 

The goal is to discover how the system behaves under sustained use. 

6.4 Spike testing 

Spike testing is done by suddenly increasing the number of or load generated by, users by a very large 

amount and observing the behaviour of the system. The goal is to determine whether performance will suffer, 

the system will fail, or it will be able to handle dramatic changes in load. 

6.5 Configuration testing 

Rather than testing for performance from the perspective of load, tests are created to determine the 

effects of configuration changes to the system's components on the system's performance and behaviour. A 

common example would be experimenting with different methods of load-balancing. 

6.7 Isolation testing 

Isolation testing is not unique to performance testing but involves repeating a test execution that 

resulted in a system problem. Often used to isolate and confirm the fault domain. 

7. Integration testing 

Integration testing (sometimes called integration and testing, abbreviated I&T) is the phase 

in software testing in which individual software modules are combined and tested as a group. It occurs after unit 

testing and before validation testing. Integration testing takes as its input modules that have been unit tested, 

groups them in larger aggregates, applies tests defined in an integration test plan to those aggregates, and 

delivers as its output the integrated system ready for system testing. 
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2. Purpose 

The purpose of integration testing is to verify functional, performance, and 

reliability requirements placed on major design items. These "design items", i.e. assemblages (or groups of 

units), are exercised through their interfaces using black box testing, success and error cases being simulated via 

appropriate parameter and data inputs. Simulated usage of shared data areas and inter-process communication is 

tested and individual subsystems are exercised through their input interface.  

Test cases are constructed to test whether all the components within assemblages interact correctly, for 

example across procedure calls or process activations, and this is done after testing individual modules, i.e. unit 

testing. The overall idea is a "building block" approach, in which verified assemblages are added to a verified 

base which is then used to support the integration testing of further assemblages. 

Some different types of integration testing are big bang, top-down, and bottom-up. Other Integration 

Patterns are: Collaboration Integration, Backbone Integration, Layer Integration, Client/Server Integration, 

Distributed Services Integration and High-frequency Integration. 

 

3. Big Bang 

In this approach, all or most of the developed modules are coupled together to form a complete 

software system or major part of the system and then used for integration testing. The Big Bang method is very 

effective for saving time in the integration testing process. However, if the test cases and their results are not 

recorded properly, the entire integration process will be more complicated and may prevent the testing team 

from achieving the goal of integration testing. 

A type of Big Bang Integration testing is called Usage Model testing. Usage Model Testing can be 

used in both software and hardware integration testing. The basis behind this type of integration testing is to run 

user-like workloads in integrated user-like environments. In doing the testing in this manner, the environment is 

proofed, while the individual components are proofed indirectly through their use.  

Usage Model testing takes an optimistic approach to testing, because it expects to have few problems 

with the individual components. The strategy relies heavily on the component developers to do the isolated unit 

testing for their product. The goal of the strategy is to avoid redoing the testing done by the developers, and 

instead flesh-out problems caused by the interaction of the components in the environment.  

For integration testing, Usage Model testing can be more efficient and provides better test coverage 

than traditional focused functional integration testing. To be more efficient and accurate, care must be used in 

defining the user-like workloads for creating realistic scenarios in exercising the environment. This gives 

confidence that the integrated environment will work as expected for the target customers. 

 

 

4. Top-down and Bottom-up 

Bottom Up Testing is an approach to integrated testing where the lowest level components are tested 

first, then used to facilitate the testing of higher level components. The process is repeated until the component 

at the top of the hierarchy is tested. 

All the bottom or low-level modules, procedures or functions are integrated and then tested. After the 

integration testing of lower level integrated modules, the next level of modules will be formed and can be used 

for integration testing. This approach is helpful only when all or most of the modules of the same development 

level are ready. This method also helps to determine the levels of software developed and makes it easier to 

report testing progress in the form of a percentage. 

  Top Down Testing is an approach to integrated testing where the top integrated modules are tested and 

the branch of the module is tested step by step until the end of the related module. 

Sandwich Testing is an approach to combine top down testing with bottom up testing. 

The main advantage of the Bottom-Up approach is that bugs are more easily found. With Top-Down, it is easier 

to find a missing branch link. 

 

 

5. Verification and validation 

Verification and Validation are independent procedures that are used together for checking that a 

product, service, or system meets requirements and specifications and that it full fills its intended 

purpose.  These are critical components of a quality management system such as ISO 9000. The words 
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"verification" and "validation" are sometimes preceded with "Independent" (or IV&V), indicating that the 

verification and validation is to be performed by a disinterested third party. 

It is sometimes said that validation can be expressed by the query "Are you building the right thing?" 

and verification by "Are you building it right?"In practice, the usage of these terms varies. Sometimes they are 

even used interchangeably. 

The PMBOK guide, an IEEE standard, defines them as follows in its 4th edition 

 "Validation. The assurance that a product, service, or system meets the needs of the customer and 

other identified stakeholders. It often involves acceptance and suitability with external customers. Contrast 

with verification." 

 "Verification. The evaluation of whether or not a product, service, or system complies with a 

regulation, requirement, specification, or imposed condition. It is often an internal process. Contrast 

with validation." 

 Verification is intended to check that a product, service, or system (or portion thereof, or set thereof) 

meets a set of initial design specifications. In the development phase, verification procedures involve 

performing special tests to model or simulate a portion, or the entirety, of a product, service or system, 

then performing a review or analysis of the modelling results. In the post-development phase, 

verification procedures involve regularly repeating tests devised specifically to ensure that the product, 

service, or system continues to meet the initial design requirements, specifications, and regulations as 

time progresses. It is a process that is used to evaluate whether a product, service, or system complies 

with regulations, specifications, or conditions imposed at the start of a development phase. Verification 

can be in development, scale-up, or production. This is often an internal process. 

 Validation is intended to check that development and verification procedures for a product, service, or 

system (or portion thereof, or set thereof) result in a product, service, or system (or portion thereof, or 

set thereof) that meets initial requirements. For a new development flow or verification flow, validation 

procedures may involve modelling either flow and using simulations to predict faults or gaps that might 

lead to invalid or incomplete verification or development of a product, service, or system (or portion 

thereof, or set thereof). A set of validation requirements, specifications, and regulations may then be 

used as a basis for qualifying a development flow or verification flow for a product, service, or system 

(or portion thereof, or set thereof). Additional validation procedures also include those that are 

designed specifically to ensure that modifications made to an existing qualified development flow or 

verification flow will have the effect of producing a product, service, or system (or portion thereof, or 

set thereof) that meets the initial design requirements, specifications, and regulations; these validations 

help to keep the flow qualified. It is a process of establishing evidence that provides a high degree of 

assurance that a product, service, or system accomplishes its intended requirements. This often 

involves acceptance of fitness for purpose with end users and other product stakeholders. This is often 

an external process. 

 It is sometimes said that validation can be expressed by the query "Are you building the right 

thing?" and verification by "Are you building it right?". "Building the right thing" refers back to the 

user's needs, while "building it right" checks that the specifications are correctly implemented by the 

system. In some contexts, it is required to have written requirements for both as well as formal 

procedures or protocols for determining compliance. 

 It is entirely possible that a product passes when verified but fails when validated. This can happen 

when, say, a product is built as per the specifications but the specifications themselves fail to address 

the user’s needs. 

 

 

6. Activities 

Verification of machinery and equipment usually consists of design qualification (DQ), installation 

qualification (IQ), operational qualification (OQ), and performance qualification (PQ). DQ is usually a vendor's 

job. However, DQ can also be performed by the user, by confirming through review and testing that the 

equipment meets the written acquisition specification. If the relevant document or manuals of 

machinery/equipment are provided by vendors, the later 3Q needs to be thoroughly performed by the users who 

work in an industrial regulatory environment. Otherwise, the process of IQ, OQ and PQ is the task of validation. 

The typical example of such a case could be the loss or absence of vendor's documentation for legacy equipment 

or do-it-yourself (DIY) assemblies (e.g., cars, computers etc.) and, therefore, users should endeavour to acquire 

DQ document beforehand. Each template of DQ, IQ, OQ and PQ usually can be found on the internet 
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respectively, whereas the DIY qualifications of machinery/equipment can be assisted either by the vendor's 

training course materials and tutorials, or by the published guidance books, such as step-by-step series if the 

acquisition of machinery/equipment is not bundled with on- site qualification services. This kind of the DIY 

approach is also applicable to the qualifications of software, computer operating systems and a manufacturing 

process. The most important and critical task as the last step of the activity is to generating and archiving 

machinery/equipment qualification reports for auditing purposes, if regulatory compliances are mandatory. 

Qualification of machinery/equipment is venue dependent, in particular items that are shock sensitive 

and require balancing or calibration, and re-qualification needs to be conducted once the objects are relocated. 

The full scales of some equipment qualifications are even time dependent as consumables are used up (i.e. 

filters) or springs stretch out, requiring recalibration, and hence re-certification is necessary when a specified 

due time lapse Re-qualification of machinery/equipment should also be conducted when replacement of parts, or 

coupling with another device, or installing a new application software and restructuring of the computer which 

affects especially the pre-settings, such as on BIOS, registry, disk drive partition table, dynamically-linked 

(shared) libraries, or an ini file etc., have been necessary. In such a situation, the specifications of the 

parts/devices/software and restructuring proposals should be appended to the qualification document whether 

the parts/devices/software are genuine or not.  

Torres and Hyman have discussed the suitability of non-genuine parts for clinical use and provided 

guidelines for equipment users to select appropriate substitutes which are capable to avoid adverse effects. In the 

case when genuine parts/devices/software are demanded by some of regulatory requirements, then re-

qualification does not need to be conducted on the non-genuine assemblies. Instead, the asset has to be recycled 

for non-regulatory purposes. 

When machinery/equipment qualification is conducted by a standard endorsed third party such as by 

an ISO standard accredited company for a particular division, the process is called certification. Currently, the 

coverage of ISO/IEC 15408 certification by an ISO/IEC 27001 accredited organization is limited; the scheme 

requires a fair amount of efforts to get popularized. 

 

 

7. System testing 

System testing of software or hardware is testing conducted on a complete, integrated system to 

evaluate the system's compliance with its specified requirements. System testing falls within the scope of black 

box testing, and as such, should require no knowledge of the inner design of the code or logic. 

As a rule, system testing takes, as its input, all of the "integrated" software components that have 

passed integration testing and also the software system itself integrated with any applicable hardware system(s). 

The purpose of integration testing is to detect any inconsistencies between the software units that are integrated 

together (called assemblages) or between any of the assemblages and the hardware. System testing is a more 

limited type of testing; it seeks to detect defects both within the "inter-assemblages" and also within the system 

as a whole. 

System testing is performed on the entire system in the context of a Functional 

Requirement Specification(s) (FRS) and/or a System Requirement Specification (SRS). System testing tests not 

only the design, but also the behavior and even the believed expectations of the customer. It is also intended to 

test up to and beyond the bounds defined in the software/hardware requirements specification 

 

 

8. Types of tests to include in system testing 

The following examples are different types of testing that should be considered during System testing: 

 Graphical user interface testing 

 Usability testing 

 Software performance testing 

 Compatibility testing 

 Exception handling 

 Load testing 

 Volume testing 

 Stress testing 

 Security testing 

 Scalability testing 
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 Sanity testing 

 Smoke testing 

 Exploratory testing 

 Ad hoc testing 

 Regression testing 

 Installation testing 

 Maintenance testing Recovery testing and failover testing. 

 Accessibility testing, including compliance with: 

 Americans with Disabilities Act of 1990 

 Section 508 Amendment to the Rehabilitation Act of 1973 

 Web Accessibility Initiative (WAI) of the World Wide Web     Consortium (W3C) 

Although different testing organizations may prescribe different tests as part of System testing, this list serves as 

a general framework or foundation to begin with. 

 

 

9. Structure Testing: 
It is concerned with exercising the internal logic of a program and traversing particular execution paths. 

 

 

10 Output Testing: 

 Output of test cases compared with the expected results created during design of test cases. 

 Asking the user about the format required by them tests the output generated or displayed by the 

system under consideration. 

 Here, the output format is considered into two was, one is on screen and another one is printed format. 

 The output on the screen is found to be correct as the format was designed in the system design phase 

according to user needs. 

 The output comes out as the specified requirements as the user’s hard copy. 

 

 

11 User acceptance Testing: 

 Final Stage, before handling over to the customer which is usually carried out by the customer where 

the test cases are executed with actual data. 

 The system under consideration is tested for user acceptance and constantly keeping touch with the 

prospective system user at the time of developing and making changes whenever required. 

 It involves planning and execution of various types of test in order to demonstrate that the implemented 

software system satisfies the requirements stated in the requirement document. 

 

 

12 Two set of acceptance test to be run: 
1. Those developed by quality assurance group. 

2. Those developed by customer.  

 

CONCLUSION 
The software puzzle may be built upon a data puzzle, it can be integrated with any existing server-side 

data puzzle scheme, and easily deployed as the present client puzzle schemes do. CAPTHCHA is widely 

research field act as internet rectifier to secure web applications by discern human from bots. CAPTCHA 

presented which will improve resistance of math calculus CAPTCHA. By use, Boolean operations and 

expressions instead of trigonometric and differential function which will help in reduce the complexity of 

CAPTCHA and help to achieve better usability and security as compared to math calculus CAPTCHA. Boolean 

CAPTCHA can be easily use by educated user. No need of technical skill, by using intellectual mind to solve 

this CAPTCHA and help to reduce time complexity.  
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