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Abstract 
 The purpose of this study is to detect the emotions evoked by the speaker while they are speaking. Speech 

generated in a condition of fear, rage, or delight, for example, becomes loud and quick, with a greater and 

broader range of pitch, but speech produced in a state of grief or exhaustion is sluggish and low-pitched. The 

detection of human emotions via voice and speech patterns has a variety of applications, including improving 

human-machine interactions. We provide a classification model of emotions produced by speeches that uses 

deep neural networks (CNNs), Support Vector Machine (SVM), and Multilayer Perceptron (MLP) 

Classification based on auditory data like Mel Frequency Campestral Coefficient (MFCC). . The models have 

been taught to distinguish between seven different emotions (neutral, calm, happy, sad, angry, fearful, disgust, 

surprise). Using the Ryerson Audio-Visual Dataset of Emotions Speech and Song (RAVDESS) dataset and the 

Toronto Emotional Speech Set (TESS) dataset, we found that the suggested technique achieves accuracies of 

86 percent, 84 percent, and 82 percent using CNN, MLP, and SVM, respectively, for 7 emotions. 

 

Index Terms-- Emotion detection, deep learning, machine learning, classification, mel-frequency cepstral 

coefficients, CNN, RAVDESS, TESS, SVM, MLP. 

 

 
I. INTRODUCTION 

The foundation for information exchange is human communication via spoken language. It is also used in a 

variety of practical applications in fields such as Business Process Outsourcing (BPO) Centers and Call 

Centers to detect emotion, which is useful for determining a customer's happiness with a product, improving 

speech interaction, resolving various language ambiguities, and adapting computer systems to an individual's 

mood and emotion. 

The goal of the presented models is to identify just the emotion in the audio recording that has a higher value. 

To have a computer classify sentiments, several ways have been attempted, such as feature extraction or text 

analytics. The purpose of this study is use pure audio data while considering MFCC [4]. 

Detecting emotions is one of the most important marketing strategy in today’s world. You could personalize 
different things for an individual specifically to suit their interest. For this reason, we decided to do a project 
where we could detect a person’s emotions just by their voice which will let us manage many AI related 
applications. Some examples could be including call centers to play music when one is angry on the call. 
Another could be a smart car slowing down when one is angry or fearful. As a result this type of application has 
much potential in the world that would benefit companies and also even safety to consumers. 

 

 
 

II. LITERATURE REVIEW 
Many categorization algorithms have been proposed in this field of research throughout the years. Iqbal et al. [1] 

created a programme that employed Gradient Boosting, KNN, and SVM to work on granular partitioning in the 

RAVDESS data to find differences based on gender, with overall accuracy ranging from 40% to 80% depending 
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on the job. Male recordings alone, female recordings only, and mixed recordings datasets were constructed. 

SVM and KNN have 100% recognition for all anger and neutrality in the RAVDESS (male) dataset, while 

Gradient Boosting outperformed SVM and KNN in excitement and melancholy. SVM obtains 100% accuracy 

with the same fury as half of the guys in the RAVDESS (female) dataset. 

With accuracy of 87 percent and 100 percent, KNN performed well in the areas of rage and neutrality. When 

compared to other categories of tourists, KNN performed worse in happiness and sadness. With rage and 

neutrality, SVM and KNN performed much better than Gradient Boosting among the combined male and female 

data rates. KNN's performance was extremely depressing in terms of both happiness and grief. The classifiers' 

average performance in the male dataset is better than in the female dataset without SVM. SVM is more accurate 

for aggregated data than gender data sets. [2]. Obtained 66.41 percent accuracy in audio data and 90 percent 

accuracy in blending audio and video data using another method. The scientists trained three alternative depth 

networks using already processed picture data, including faces and audio waveforms: one for image data only, 

one for fixed audio waveforms only, and one for both data and waveform data. One of the first algorithms to use 

the RAVDESS dataset, however it merely identified it from other emotions available [8]. Three different forms 

of music sharing algorithms have been proposed: a basic model, a single work area model, and a multi-task 

capacity model. A single, independently domain classifier was utilized in a basic model. During the training, two 

hierarchical kinds were employed. For each domain, the single function machine trained various classifications. 
 

III. OBJECTIVE OF THE PROJECT 

 
During the collecting step, noise typically corrupts the input data acquired for emotion recognition [4]. The 

extraction of features and categorization become less accurate as a result of these flaws [7]. This means that in 

emotions detection and identification systems, improving the data input is crucial. The emotional discrimination 

is retained in this pre - processing stage, but the speech and recording variance is removed [28]. 

The study will cover several deep learning algorithms in the context of SER in the next part. In comparison to 

traditional procedures, these methods produce more precise findings, but they are more computationally 

demanding. This section offers researchers and readers literature-based support for evaluating HCI(Human 

Computer Interaction) feasibility and analyzing the user's emotional voice in a specific scenario. Emotion 

identification from voice input data is a viable alternative [6], but real-time implementations of these approaches 

are far more challenging. Although these approaches have limitations, combining two or more of these classifiers 

creates a new step that may enhance emotion recognition. 

 

IV. PROBLEM DEFINITION 

On the RAVDESS and TESS datasets, the assessment findings reveal that the model is effective when compared 

to baseline methods and the state of the art. Table I. displays the accuracy, recall, and F1 values achieved for 

each of the emotional classifications. These findings demonstrate that accuracy and recall are extremely well 

matched, allowing us to acquire F1 values for practically all classes that are spread around the value 0.85. The 

model's robustness is demonstrated by the limited range of F1 values, which efficiently categories emotions into 

eight separate categories. The model is less accurate in the classes "Calm" and "Disgust," but this is not 

surprising given that they are the most difficult to recognize not just by speaking but also by monitoring facial 

expressions or analyzing written material [15], as stated in the Introduction. We chose to examine the findings 

acquired from two additional methods, namely SVM and MLP classifier, in order to assess the effectiveness of 

the emotion classification described in this paper. 

 

V. PROPOSED METHODOLOGY 
The emotion recognition classification models given here are based on a deep learning method based on CNN, 

SVM, and MLP classifiers. The fundamental concept is that the MFCC [4], often known as the "spectrum of a 

spectrum," is the only feature used to train the model. The Mel-frequency cepstrum (MFC) is a distinct 

understanding of the Mel-frequency cepstrum (MFCC), and it has been shown to be the state of the art in sound 

formalization in voice recognition [5]. Because of its capacity to express the amplitude spectrum of a sound wave 

in a condensed vectorial form, the MFC coefficients have been widely employed. 
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Fig-1: Proposed System Architecture. 

 

 

 
Fig-2: Proposed CNN Layer Discription. 

 

Method: 

Figure 2 shows the operational results of the deep neural network (CNN) constructed for the classification job. 

For each audio file supplied as input, the network is capable of working on 40 feature vectors. The 40 values 

reflect the two-second audio frame's condensed numerical representation. As a result, we give a set of training 

data (40 x 1) on which we ran one cycle of a 1D CNN with a ReLU activation function [6, a 20% dropout, and a 

2 x 2 max-pooling function. The rectified linear unit (ReLU) is defined as g(z) = max0, z, and it allows us to 

acquire a big value in the event of activation by using this function to represent hidden units. In this situation, 

pooling can assist the model in focusing solely on the most important aspects of each segment of input, rendering 

them position invariant. By adjusting the kernel size, we repeated the method outlined above. We then applied 

another washout and flattened the result to ensure compatibility with the next layers. 
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