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Abstract 

Stock market plays an important role in the capital formation of a country. The stock market is often 

considered as the primary indicator of a country’s economic condition, its strength, and development. Companies 

with a good performance supposedly will have a good demand on its stock, hence boost the price and vice versa. 

However, there’s manipulation game in the market. Rumors, speculation and short-selling are among the 

manipulation activities that affect the fluctuation of stock price. The present study is intended to analyse the risk and 

return of select blue chip companies listed in NIFTY 50 Index using Adaptive neuro-fuzzy inference system, which 

may prove to be beneficial to the investors who makes investment. 
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Introduction and Problem Discussion 

With the increasing global competition, companies are focusing their efforts on creating shareholder value in 

order to survive the intense competition. In view of this, it is becoming important for companies to measure the value 

they create for their shareholders. Keeping track of the value created year-on-year enables companies to evaluate past 

decisions and make decisions that will improve shareholder value. Investors and market analysts resort to financial 

statement analysis when it comes to share investing. The information on Earnings per Share (EPS) is presented on the 

Income Statement while Return on Assets (ROA), which is one of the profitability ratios, is computed using relevant 

numbers from the Income Statement and Balance Sheet. The broad area of financial accounting and reporting offers a 

number of fundamental measures of a firm’s performance for a particular accounting period. 

Modern approach to stock market analysis 

Qualitative Analysis 

News feeds regarding stock market highly affect the market trend and thus form a downhill movement in case of 

negative news. Thus, the media/social network and stock market data are highly coupled and make the system more 

unpredictable. Existing research points out that in case of crisis, stocks mimic each other and lead to market crashes 

(Hellstrom 1998). Nowadays, Twitter has come forth as the most reliable and fastest way of consuming media. With 

combined resources of news feed and Twitter feed, general population sentiment about a company can be highlighted. 

Text mining and sentiment analysis are useful tools for such a high-scale analysis. 

Quantitative Analysis 

Historical data is now readily available for most markets. Using this dataset, we can apply multiple machine learning 

models to give accurate results for future investments. These models can be trained for individual stocks with 

adjusted bias for most reflective features. These models can also be trained to work in different scenarios and overall 

market movement Traditional approach focuses on fundamental analysis and technical analysis to predict the market 

at a large scale which rarely translates to low-level individual Stock Prediction, but it can be clearly observed that 

individual stocks contribute to whole market movement rather than the other way around. Thus, focusing on 

individual stocks to predict market movement is a much more logical approach. With technology advancing at such a 

rapid pace and abundance of computing power, we can now easily strive towards a comprehensive system to 

accurately predict the market trend and reap beneficial financial returns. Existing research proves that modern 

approach outperforms traditional approach and can output the most accurate results (Hellstrom 1998). 
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Stock market prediction techniques 

The stock market prediction techniques are broadly categorized into two types, namely prediction based techniques 

and clustering based techniques. The techniques based on ANN, Convolutional Neural Network (CNN), Recurrent 

Neural Network (RNN), Decision Support System (DSS), Hidden Markov Model (HMM), Naive Bayes (NB), NN, 

Support Vector Regression (SVR) and SVM are grouped under prediction based techniques. Likewise, the 

techniques based on filtering, fuzzy, k-means, and optimization are grouped under clustering based techniques 

(Dattatray 2019) 

Performance Criteria 

To compare the classification models and evaluate their performance, three different performance criteria are used: 

accuracy, sensitivity, and specificity. Computation of these performance metrics are adopted as follows: 

 

 
 

where TP, TN, FP, FN denote true positive, true negative, false positive and false negative respectively and 

are defined as: 

True positive: number of samples classified as true while they actually were true False positive: 

number of samples classified as true while they actually were false False negative: number of samples 

classified as false while they actually were true True negative: number of samples classified as false 

while they were actually false 

 

 

Fig. 1. Stock market prediction using Machine Learning Algorithm Accuracy is a practical 

performance criterion that shows the directional success of the proposed model. It is the ratio of the correct 

predictions of upward and downward movements. Sensitivity and specificity, measure the model‘s ability to 

recognize the positive and negative values of any nodes. A confusion matrix is a summary of the classification 

model results displayed in a matrix representation. The rows represent the actual classes and the columns 

represent the predicted classes. For example, a two-class prediction classification problem display results are 

illustrated as in Table 
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Table 1: Confusion matrix for the current two-class classification problem 

 

 

 
Predicted Class 

Positive Negative 

Actual 

 

Class 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

Since accuracy of this current data analytic methodology depends on the correct predictions of all 

movements of the index (up or down), it is an important metric as buy/sell decisions are based on predictions that the 

index would rise or fall. A simple trading strategy is proposed here to act on the forecasts: No Threshold All In/Out. 

All trades are conducted at the start of the trading day at the opening value of BIST 100. The models predict the 

closing value at the end of the trading day. If the market is predicted to rise by any amount without any threshold, 

this signals a ‘buy’. On the other hand, if it is predicted to fall, this signals a “sell”. On the first day that a buy 

signal is received from the model, an investment is made in the BIST 100 fund using the full capital amount. Buy 

signals on subsequent days are treated as hold instructions until a sell signal is received. All investment units 

currently held are sold at the current price after a sell signal, and the capital is converted back to cash. Subsequent 

days‘ sell signals are again treated as non-trade instructions, until another buy signal is received, and the process is 

repeated. 

Adaptive neuro-fuzzy inference systems for forecasting 

Adaptive neuro-fuzzy inference system is systematic estimation model not only among neuro-fuzzy systems 

but also various other machine learning techniques. The Adaptive Neuro-Fuzzy Inference System technique was 

originally presented by Jang (1993). ANFIS is a simple data learning technique that uses Fuzzy Logic to transform 

given inputs into a desired output through highly interconnected Neural Network processing elements and 

information connections, which are weighted to map the numerical inputs into an output. 

ANFIS combines the benefits of the two machine learning techniques (Fuzzy Logic and Neural Network) into a 

single technique, Jang (1993). An ANFIS works by applying Neural Network learning methods to tune the 

parameters of a Fuzzy Inference System (FIS). There are several features that enable ANFIS to achieve great 

success Jang (1995, 1997): 

1. It refines fuzzy IF-THEN rules to describe the behavior of a complex system; 

2. It does not require prior human expertise; 

3. It is easy to implement; 

4. It enables fast and accurate learning; 

5. It offers desired data set; greater choice of membership functions to use; strong generalization abilities; 

excellent explanation facilities through fuzzy rules; and 

6. It is easy to incorporate both linguistic and numeric knowledge for problem solving. 

 Different rules cannot share the same output membership function. The number of membership functions 

must be equal to the number of rules. To present the ANFIS architecture, two fuzzy IF-THEN rules based on a 

first order Sugeno model are considered: 

Rule(1): IF x is A1 AND y is B1, THEN 

f1=p1x+q1y+r1. 

Rule(2): IF x is A2 AND y is B2, THEN 

f2=p2x+q2y+r2. 
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where: 

7. $x$ and $y$ are the inputs, 

8. $A_i$ and $B_i$ are the fuzzy sets, 

9. $f_i$ are the outputs within the fuzzy region specified by the fuzzy rule, and 

10. $p_i$ , $q_i$ , and $r_i$ are the design parameters that are determined during the training process. 

Fig. 2 illustrates the reasoning mechanism for this Sugeno model, which is the basis of the ANFIS model. 

 

 
 

Fig. 2. ANFIS architecture 

The ANFIS architecture used to implement these two rules is shown in Fig. 4. In this figure, a circle indicates a fixed 

node, whereas a square indicates an adaptive node. ANFIS has a five-layer architecture. Each layer is explained in 

detail below. 

In ${\rm Layer}_{(1)}$ , all the nodes are adaptive nodes. The outputs of ${\rm Layer}_{(1)}$ are the fuzzy 

membership grade of the inputs, which are given by the following equations: 

𝑂1, = 𝜇𝐴𝑖(𝑥), 𝑖 = 1,2, 

𝑂1, = 𝜇𝐵𝑖 − 2(𝑦), 𝑖 = 3,4, (2) 

where $x$ and $y$ are the inputs to node $i$ , and $A_i$ and $B_i$ are the linguistic labels (high, low, etc.) 

associated with this node function. $\mu_{Ai}(x)$ and $\mu_{Bi-2}(y)$ can adopt any fuzzy membership function. 

For example, if the bell-shaped membership function 

 

 

𝜇𝐴 (𝑥) = 
1 

, 𝑖 = 1,2, (3) 

 

 

is employed, 𝜇𝐴𝑖(𝑥) is given byz 

𝑖 𝑥−𝑐  
2 

1+[( 𝑎𝑖 
) ]𝑏𝑖 

or the Gaussian membership function by 

 

𝜇𝐴𝑖(𝑥) = 𝑒𝑥𝑝 [− 
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𝑂2, = 𝜔𝑖 = 𝜇𝐴𝑖(𝑥) ∗ 𝜇𝐵𝑖(𝑦), 𝑖 = 1,2. (5) 

These are the so-called firing strengths of the rules.In ${\rm Layer}_{(3)}$ , the nodes are also fixed nodes labeled 

by $N$ , to indicate that they play a normalization role to the firing strengths from the previous layer. The output of 

this layer can be represented as 

 

𝑂 = ̅𝜔̅̅ = 
    𝜔𝑖        

,   = 1,2. (6) 

3, 𝑖 𝜔1+𝜔2 

 

Outputs of this layer are called normalized firing strengths. 

In ${\rm Layer}_{(4)}$ , the nodes are adaptive. The output of each node in this layer is simply the product of the 

normalized firing strength and a first order polynomial (for a first order Sugeno model). The output of this layer is 

given by 

𝑂4,  = 𝜔̅ ̅̅𝑖𝑓𝑖  = ̅𝜔̅̅𝑖(𝑝𝑖𝑥 + 𝑞𝑖  𝑦 + 𝑟𝑖),  𝑖 = 1,2. (7) 

where $\bar{w}$ is the output of ${\rm Layer}_{(3)}$ , and $p_i$ , $q_i$ , and $r_i$ are the consequent 

parameters.In ${\rm Layer}_{(5)}$ , there is only one single fixed node labeled with 

$\sum$ . This node performs the summation of all incoming signals. The overall output of the 

 

model is given by 𝑂 

 

= ∑  𝜔̅𝑓 = 
∑𝑖 𝜔𝑖𝑓𝑖  

 

(8) 

4, 𝑖 𝑖 ∑𝑖 𝜔𝑖 

 

 

 

 
 

Fig. 3. Stock market prediction 

 

Conclusion 

Stock market prediction is the act of trying to determine the future value of a company stock or other 

financial instrument traded on an exchange. The successful prediction of a stock's future price could yield significant 

profit. The efficient-market hypothesis suggests that stock prices reflect all currently available information and any 
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price changes that are not based on newly revealed information thus are inherently unpredictable. Investment plan 

has a greater chance of success if the investor follows a disciplined approach to each of these factors. The investor’s 

interest is better served by choosing investment products that are different from each other, but where each of them 

is doing its best to control these factors in its own steady way. In this study, the application of ANFIS machine 

learning approach was evaluated for Stock market prediction. Several influencing parameters such as adjusted 

closing price, volume and Net profit have been considered in the ANFIS mode and the results suggest that the 

ANFIS method can be successfully applied to predict the Stock market movements. 
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