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ABSTRACT 
Keyword search generally used to search large amount of data. There are certain difficulties occurred to answer 

some queries due to their ambiguity. Also due to short and uncertain keywords diversification of keyword creates a 

problem. We proposed a system to address these problems. Our system automatically expands keyword search. It is 

based on different context information of the XML data. Our system firstly selects a feature selection model for 

designing an effective XML keyword search from a large database. Then it will automatically diversify the keyword 

search. For searching keyword from XML data a short and vague keyword query is used. Feature selection model is 

used to derive search candidate of the query search. Our proposed model proves the effectiveness of our system by 

evaluating real as well as synthetic datasets. In this system more efficiency can be achieved as we proposed pruning 

algorithm and Hadoop  platform for implementation of our system. 

Keywords-   XML keyword search, context-based diversification 

 
1.Introduction 

We proposed an approach for searching diversified results of keyword query from XML data based on the contexts 

of the query keywords in the data. Searching a KEYWORD over structured and semi-structured information enables 

users to fetch information without the any experienced query languages and database structure  Keyword search is 

most popular because no need to learn query language and database structure. The problem of diversifying  

keyword search is firstly studied in IR. Most of them perform diversification as  post-processing step of document 

retrieval based on the analysis of result set . In IR, keyword search diversification is designed at the topic or 

document level.[1] Uncertainty is widespread in many web applications, such as information extraction, information 

integration, web data mining, etc. The flexibility of XML data model allows a natural representation of uncertain 

data.[2]The first work to measure the difference of XML keyword search results by comparing their feature sets. 

However, the selection of feature set is limited to metadata in XML .Meta is data about data and it is also a method 

of post-process search result analysis. When the given keyword query only contains a small number of unclear 

keywords, it would become a challenging problem to derive the search intention due to the high ambiguity or double 

meaning of this type of keyword queries.The strengths of XML is that it can be used to represent structured facts 

(records) as well as unstructured facts[3] A recent direction to improve the effectiveness of keyword 

search in XML data is based on the notion of smallest lowest common ancestor (SLCA). The flexibility of XML 

data model allows a natural representation of uncertain data.[4] The classical information retrieval scenario consists 

of identifying a fairly small number of document, that are expected to satisfy a user’s information need, in response 

to a query expressing the need[5]. Diversification aims at minimizing the risk of user’s dissatisfaction by balancing 

relevance and novelty of search results.[6] Result Diversification has been recently introduced for relational datasets  

as well as recently been examined and applied to several different domains [7]. 

 

2 Literature Survey: 
Search the result of diversification can be achieved by the relevance of query and documents and similarity between 

documents in the set of result. The main objective of diversification was to find the optimal set of candidates, which 
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is both relevant and diverse.The relevance and diversification of a search result can be combined by using following 

different approaches. Often, in the real world, entities have two or more representations in databases. Duplicate 

records do not share a common key and/or they contain errors that make duplicate matching a difficult task. Errors 

are introduced as the result of transcription errors, incomplete information, lack of standard formats, or any 

combination of these factors.[8] Search diversification is different from our context in a couple of fundamental 

ways. First, the primary motivation for search result diversification is keyword disambiguation[9] We propose a new 

ranking formula by adapting existing IR techniques based on a natural notion of virtual document. Compared with 

previous approaches, our new ranking method is simple yet effective, and agrees with human perceptions.[10] 

 
1. Max-sum diversification  

. 

This first approach use to compute the sums of relevance score of each document with the query that user want to 

search, it also computes the diversity of each document in the relevant result set. At the end, combine the relevance 

score and diversity of the query. 

 
 
2. Max-min diversification  

 

The target of second approach is to increase the sum of those documents which have minimum relevance and 

maximum dissimilarity within the result set. Max-min diversification is important for those documents which have 

low relevance and diversity but may be important for the user. 

 

3. Average dissimilarity diversification  

 

This diversification technique is use to sum the original relevance for a result with the average dissimilarity of all 

documents in the result set. The main theme of average dissimilarity maximizes the sum over the whole set.   

 

4. Max-sum of max-score diversification  

This function gives more importance to the relevance between query and documents. The max-sum of max-score 

produces a set of results that have the maximal relevance sum and then adds maximum diversity into final result 

set.[11] 

 

 
3 METHODOLOGY  

We can broadly categorize these methods into two groups  

 
1) pre-retrieval  

 

This method predict the difficulty of a query without computing its results. These methods use the 

statistical properties of the terms or content in the query to measure specificity, unclearity, of the query to 
predict its difficulty. 

 

2) post-retrieval  

 

              This method utilize the results of a query to predict its difficulty[12] Some methods use machine learning 
techniques to learn the properties of difficult queries and predict their hardness[13]. 

 

 

3. CONCLUSIONS  
We proposed a system that searches keyword query search over a big data in XML format. In this project we are 

contributing a Hadoop platform that will help for analysis of big data in XML format. There fore our system works 

efficiently for big data. Also our system can achieve more efficiency as we proposed pruning algorithm and Hadoop   

platform for implementation of our system. Our proposed pruning algorithm is used for refinement of diversified 
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result.We first presented an approach to search diversified results of keyword query from XML data based on the 

contexts of the query keywords in the data. 
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