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ABSTRACT 

 
Data mining is a field that has seen significant evolution in recent years as a result of enormous breakthroughs in 

software and hardware technologies. As technology advances, more types of data become available, which is 

especially useful in the case of text data. The software and hardware platforms that power social networks and the 

internet have aided in the rapid production of massive data stores. Structured data is typically maintained by a 

database system, whereas text data is typically managed by a search engine due to the lack of structures. With the 

help of a keyword query, the search engine allows the online user to find the essential information from the gathered 

works. Text summary is the practice of extracting the most relevant information from a source document in order to 

create an abridged version for a specific job. 
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1. INTRODUCTION 

In today's world, a massive amount of data is being generated on the internet every day. As a result, a better 

mechanism for extracting important information quickly and effectively is required. Text summarization is one of 

the strategies for finding the most significant and meaningful information in a document or set of linked documents 

and compressing it into a shorter version while maintaining the overall meaning. It cuts down on the time it takes to 

read an entire page and solves the space issue that comes with keeping big amounts of data.  

 

There are two techniques to Automatic Text Summarization. 1) Abstractive Text Summarizing and 2) Extractive 

Text Summarization are two types of text summarization. The term "Extractive Text Summarization" refers to the 

extraction of key information or sentences from a text file or source document. An extractive text summarizing 

approach selects interesting informative sentences based on linguistic or statistical criteria. An abstractive text 

summary will attempt to comprehend the input or original file and re-generate the output in a few words by 

recognizing the input file's core concept. That extracted text has been mentioned in a number of academic studies.  

 

Text summarization is widely utilized in a variety of sectors, including science, medicine, law, and engineering. 

Researchers have concentrated on creating summaries of doctor's prescriptions, which have proven to be extremely 

beneficial to patients. Long news stories have also been summarized so that readers can get a lot of information on a 

variety of topics in a short amount of time. For the past five years, we've discussed the numerous strategies utilized 

in text summarizing in this document. Machine Learning (ML), Neural Networks (NNs), Reinforcement Learning, 

Sequence to Sequence Modeling, and Fuzzy Logic were determined to be the most popular methods. Similarly, for 

the goal of text summarization, numerous optimization methods have been applied to maximize the specified 

objective function. 

2. LITERATURE SURVEY 
 

1. Text Mining and Text Summarization have a lot more in common than you would think. Established 

summarizing systems should be built and classified based on the kind of input text, based on the differences 

in requirements summary with respect to input text. The concept of text mining and its relationship with 

text summarization are discussed initially in this work. Following that, a study of some of the summary 
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methodologies and their key parameters for extracting dominant phrases was conducted, as well as the 

main stages of the summarizing process and the most critical extraction criteria. Finally, the most basic 

proposed evaluation methods are taken into account. 

2. Text summarizing techniques have been altered by the use of linguistics to advanced machine learning 

models; this work investigates summarization approaches as well as contemporary state-of-the-art models 

for single and multi-document summary. This survey aims to conduct a comprehensive investigation using 

machine learning, modern graph and evolutionary based methods, from feature representation to sentence 

selection and summary creation. The whole study will assist researchers in properly handling enormous 

amounts of data while developing effective Natural Language Processing apps. Finally, this research 

identifies common abstractive mechanisms and observations that will be useful in the research. 

3. A novel statistical strategy for extracting text summarization on a single document is demonstrated in this 

research. The method of sentence extraction is provided, which gives the idea of the input text in a concise 

way. Sentences are graded by assigning weights to them and then ranking them according to those weights. 

Highly scored sentences are taken from the input document, allowing it to extract essential sentences that 

lead to a high-quality summary of the input material, which may then be saved as audio. 

4. This paper discusses numerous methods for generating summaries of large books. Various articles have 

been examined for distinct text summarizing approaches that have been employed in the past. Abstractive 

(ABS) or Extractive (EXT) summaries of text documents are the most common outputs of the methods 

presented in this study. Techniques for query-based summarization are also presented. The majority of the 

work is devoted to the structured and semantic approaches to text document summarization. The CNN 

corpus, DUC2000, single and multiple text documents, and other datasets were utilized to test the 

summaries produced by these models. We investigated these strategies, as well as their trends, 

accomplishments, previous work, and future potential in text summarization and other domains. 

5. The suggested system primarily focuses on scraping data from websites and presenting a summary as well 

as keywords from the information taken from multiple websites, allowing the user to choose their preferred 

website. Starting with data extraction from a website link, removing outliers and irrelevant information, 

emphasizing the importance of particular data extracted from the website, and creating a summary of the 

extracted data, the proposed system for text summarization and keyword extraction goes through a series of 

steps. Natural language processing is required for the selection of relevant information from the extracted 

data. 

The suggested software assists users in reducing their browsing time by providing a summary compiled from 

several website links and documents. 

3. SYSTEM OVERVIEW 
A summary is a text created from one or more texts that provides a major amount of the information contained in the 

original text and is less than half the length of the original text. Text summarizing is the process of extracting the 

most significant information from a source (or sources) in order to create an abridged version for a certain user (or 

users) and task (or tasks). Automatic Text Summarization is what we term it when this is done by a computer, i.e., 

automatically. Despite the fact that text summarizing has typically concentrated on text input, multimedia material 

such as photos, video, or music, as well as on-line information or hypertexts, can also be used as input to the 

summary process. Furthermore, we can discuss summarizing a single paper or a number of them. The technique is 

called as Multi-document Summarization (MDS) in this situation, and the source documents might be in a single 

language (monolingual) or multiple languages (translingual or multilingual). 

 

4. SYSTEM ARCHITECTURE 
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4.1 GUI 

 

The GUI (Graphical User Interface) is the user interface via which the user will login and submit his text. The GUI 

provides a user interface for interacting with the database. It serves as a connector and communicator, connecting 

the database and facilitating data flow between the GUI and the database. 

4.2 PROCESSING BLOCK 

The processing block is where our project's actual processing takes place. This block connects the GUI to the 

database, acting as both a connector and a communicator. It connects the database and facilitates data flow between 

the GUI and the database. Its primary goal is to process information from text of user in order to save it in a 

structured format and database. After storing this data, the system will generate an output via a web application. 

4.3 DATABASE 

The database responsible for data storage. This layer holds all of the required for the project’s processing. 

The information received from the user in the text format. 

 

5. PSEUDO CODE 
 

5.1 STOPWORD REMOVAL 

Define: List of stopword removal 

For i = 1 to Number_of_words_in_the_document do 

        For j = 1 to Number_of_words_in_stopwords_list do 

If 

    words(i) == stopwords(j)  

THEN 

        Eliminate Words (i) 

End If 

5.2 TOKENIZATION 

1. procedure PROFILE (text File) 



Vol-8 Issue-3 2022               IJARIIE-ISSN(O)-2395-4396 
    

16829 www.ijariie.com 1554 

2. tokens = tokenize (textFile); 

3. for all tk € tokens do 

4. score = TF - DF(tk); 

5. wordVector.put(tk, score); 

6. categories Vecotrs = load Vectors(); 

7. for all ca in cate Vecotrs do 

8. similarity = cosineSimilarity(ca, wordVector); 

9. profile.put(ca.name, similarity); 

10. save profile; 

5.3 TFIDF 

1. procedure PROFILE(text File) 

2. tokens = tokenize(textFile); 

3. for all tk € tokens do 

4. score = TF - IDF(tk): 

5. wordVector.put(tk, score); calculate ifidf for all words, 

6. categoriesVecotrs = loadCategoryVectors(); 

7. for all ca € categories Vecotrs do 

8. similarity = cosineSimilarity(ca. wordVector); 

9. profile.put(ca.name, similarity) 

6. FLOWCHART 



Vol-8 Issue-3 2022               IJARIIE-ISSN(O)-2395-4396 
    

16829 www.ijariie.com 1555 

 

Text summarizing presents a number of issues, including text identification, interpretation, and summary 

generation, as well as analysis of the resulting summary. Identifying important phrases in the document 

and exploiting them to uncover relevant information to add in the summary are critical jobs in extraction-

based summarizing. 

 

The steps involved in creating the text summary are as follows: 

Data cleansing, which includes the removal of special characters, numeric values, stop words, and 

punctuation. Tokenization – Tokenization is the process of creating tokens (Word tokens and Sentence 

tokens). Determine the frequency of each word. For each sentence, calculate the weighted frequency. 

Create a summary by selecting the top-weighted sentences. 
 

7. CONCLUSION 
  
Automatic text summarization is a method that allows individuals to achieve a quantum leap in productivity by 

reducing the sheer volume of information they encounter on a daily basis. This not only allows people to reduce the 

amount of reading they must do, but it also allows them to read and comprehend previously neglected literary 

works. Text summarizing is a rapidly growing area, with specialized tools being created to handle increasingly 

concentrated summary jobs. Users are expanding the use case of this technology as open-source software and word 

embedding packages become more widely available. 

8. FUTURE WORK 

Because the suggested approach does not require a knowledge basis, it can be used to summarize articles from a 

wide range of topics, including politics, sports, current events, and finance. It does, however, result in a tradeoff 

between domain independence and a knowledge-based summary, which would provide facts in a more human-

friendly format. This work could be used to make data available on the go on a mobile network by shortening the 

words generated by our algorithm and then shortening them again. To achieve this goal, a variety of NLP-based 
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algorithms can be deployed. As a result, we'd first create a summary by extracting sentences from multiple texts, and 

then use abstractive approaches to condense those sentences. This will guarantee that the summary presented is the 

most compact form possible in the mobile sector. 
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