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ABSTRACT 
The Field of Natural Language Processing (NLP) is getting to be one of the dynamic regions in Human-PC 

connection which has seen a study moved in both research and philosophy bearing in the previous couple of 

years. Normal Language is advantageous technique for getting to information, particularly for easy going 

clients who don't comprehend the specialized method for seeking. To translate the client inquiry which is 

communicated in type of inquiries, sentence and irregular words utilizing characteristic dialect handling are 

present pattern. This idea of common dialect inquiry handling assists the web crawlers with retrieving more 

semantic pictures identified with the client question. Flickr is one of the well-known informal communication tag 

based picture seek benefit which recover the pictures in type of labels, which is not generally splendidly 

identifying with information gave by individuals who hunt to them. 
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1. INTRODUCTION 

  

 Natural Language Processing is an interesting field of computer science, artificial intelligence, and 

computational linguistics concerned with the interactions between computers and human (natural) 

languages.[1]Natural language processing is a field that convers computer understanding and manipulation 

of human language and it is ready with possibilities for news gathering. NLP is a route for PCs to break 

down, comprehend, and get significance from human dialect in a shrewd and helpful way. By using NLP, 

engineers can arrange and structure information to perform assignments. There are two components of NLP 

one is Natural Language Understanding (NLU) and another is Natural Language Generation (NLG)[2].In 

Natural Language Understanding (NLU) the tasks performed are Mapping the given input in natural 

language into useful representations and Analyzing different aspects of the language and in Natural 

Language Generation (NLG) It is the process of producing meaningful phrases and sentences in the form of 

natural language from some internal representation[3]. NLG involves text planning, sentence planning and 

text realization.in Text planning It includes retrieving the relevant content from knowledge base. In Sentence 

planning It includes choosing required words, forming meaningful phrases, setting tone of the sentence. In 

Text Realization It is mapping sentence plan into sentence structure. The NLU is harder than NLG because 

of different levels of ambiguity. This different levels of ambiguity are lexical ambiguity, syntax level 

ambiguity, referential ambiguity. A Lexical ambiguity It is at very primitive level such as word-level. For 

example, treating the word “board” as noun or verb? 

 A Syntax Level ambiguity A sentence can be parsed in different ways. For example, “He lifted the beetle 

with red cap.” − Did he use cap to lift the beetle or he lifted a beetle that had red cap? A Referentia 

ambiguity is Referring to something using pronouns. For example, Rima went to Gauri . She said, “I am 

tired.” − Exactly who is tired? so ambiguity because of One input can mean different meanings or Many 

inputs can mean the same thing. 

2. SYSTEM RELEVANCE TASKS  
 

Morphological segmentation The Study of Word Structure. How words are put together out of smaller pieces 

that linguists call morphemes, the minimal units of linguistic form and meaning. Using concept of 
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morphological segmentation we can  identify that word is in which form .means for example if word is 

carried then using morphological segmentation it‟s identify that this is the past form of carry. Carried=carry 

+ ed (past tens form).another example is dogs=dog + s  (plural od dog) like wise morphological segmentation 

is useful for identify the form of word.[11] 

Parsing is a process of analyzing a sentence by taking each word and determining its structure from its 

constituent parts. Parsing process makes use of two components: a parser and a grammar.Parser is a 

procedural component and is nothing but a computer program. Grammar is a declarative component. Parser 

remains unchanged irrespective of the language being used whereas the grammar changes depending on the 

language. So, a system can parse a different language by changing the grammar. Both the grammar and 

parser depend on the grammar formalism.[12] 

 

Fig.1.Parsing 

Relationship extraction A relationship extraction [13] task requires the detection and classification 

of semantic relationship mentions within a set of artifacts, typically from text or XML documents. The task 

is very similar to that of information extraction (IE), but IE additionally requires the removal of repeated 

relations (disambiguation) and generally refers to the extraction of many different relationships. Relationship 

Extraction show the relation between two entity. For example, E.g. Mr. modi who is PM of India banned 500 

&1000 Rs. Note. So here is show realation between Mr.modi and india is PM of. 

 

 

 

Word segmentation segment the word into the characters.for example, 

 

Fig. 2. Word Segmentation 

Sentence breaking (also known as sentence boundary disambiguation) break the sentence into the word.for 

example, 

 



Vol-3 Issue-3 2017     IJARIIE-ISSN(O)-2395-4396

    

5220 www.ijariie.com 758 

 

Fig. 3. Sentence Breaking 

 

Information retrieval (IR)[storing, searching and retrieving information] Information retrieval (IR) is the 

activity of obtaining information resources relevant to an information need from a collection of information 

resources. 

 

Fig. 4. Information Retrieval 

Information retrieval, as the name implies, concerns the retrieving of relevant information from databases. It is 

basically concerned with facilitating the user's access to large amounts of (predominantly textual) information. 

The process of information retrieval involves the following stages: 

1. Representing Collections of Documents - how to represent, identify and process the collection of 

documents. 

2.User-initiated querying - understanding and processing of the queries. 

3. Retrieval of the appropriate documents - the searching mechanism used to obtain and retrieve the relevant 

documents. 

Information extraction (IE)[extraction of semantic information from text] IE is extracting information from 

text. Sometimes called text analytics commercially. Extract entities; People, organizations, locations, times, 

dates, prices, Or sometimes: genes, proteins, diseases, medicines, Extract the relations between entities o 

Located in, employed by, part of, married to Figure out the larger events that are taking place 

3. PROPOSED OBJECTIVE  
 

 To improve image search results generated   by providing query in form of questions, sentences 

and random words from Tag-based image search service, semantically relevant and related tags are to 

be generated. Tag-based image search which yields images which are not relevant to query or not 

related to results expected by user. Natural Language processing if used properly to relate tags with 

answers of questions, words related to query and such, can improve result of images. 

Currently tag based image search services like Flickr, photo bucket , deviant ART , FoTki , etc. give the 

results for tag based search only. If user enter particular tag  then for that tag it gives the results. For example 

if user entered Donald trump so, for this tag system give the results to the user. But instead of tag user 

entered a query in sentence form or in question form so that time system give incorrect and improper results 

for that query.beacause system can not understand what user mean. Fig. 1 see the result by Flickr for query 

“current US president”. We can see not a relevant result for query is display by flickr.so our objective is that 

https://en.wikipedia.org/wiki/Information
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create a system which give the semantic photo results for query enter by user .for example instead of tag 

Donald trump if user entered query „current US president‟ or query „who is the president of US‟ our system 

give the semantic photos of Donald trump. See fig 2 here user enter query “current US president” so for that 

query our system generate more relevant results for query. 

so we overcome the limitation of existing tag based search service. We can compare the results of fig. 1 and 

fig. 2. 

 

 

Fig. 5 result by flickr website for query”current US president” 

 

 

Fig. 6 result by our system for query”current US president” 

To evaluate a performance of image search system we have to choose some performance metrics. The most 

commonly used performance measures are Precision and Recall. 

Precision = Number of relevant retrieve images/ Number of retrived images 

Recall = Number of relevant retrieve images/ Number of retrieved images in the database 

For the query “current us president” the Precision rate for flickr website is 0.00 and for the same query the 

precision rate is .95.so we can compare the results. 

 

4. DIFFERENT NLP TERMINOLOGY 

 
Phonology −It is study of organizing sound systematically. 

Morphology −It is a study of construction of words from primitive meaningful units. 
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Morpheme −It is primitive unit of meaning in a language. 

Syntax −It refers to arranging words to make a sentence. It also involves determining the structural role of words 

in the sentence and  in phrases. 

Semantics −It is concerned with the meaning of words and how to combine words into meaningful phrases and 

sentences. 

Pragmatics −It deals with using and understanding sentences in different situations and how the interpretation of 

the sentence is affected. 

Discourse −It deals with how the immediately preceding sentence can affect the interpretation of the next 

sentence. 

World Knowledge − It includes the general knowledge about the world. 

There are general five steps in NLP are lexical Analysis, Syntactic Analysis, semantic Analysis, Disclosure 

integration and pragmatic analysis[2].in Lexical Analysis − It involves identifying and analyzing the structure of 

words. Lexicon of a language means the collection of words and phrases in a language. Lexical analysis is 

dividing the whole chunk of txt into paragraphs, sentences, and words.in Syntactic Analysis (Parsing) − It 

involves analysis of words in the sentence for grammar and arranging words in a manner that shows the 

relationship among the words. The sentence such as “The school goes to boy” is rejected by English syntactic 

analyser. 

 

 

Fig. 7: Natural Language Processing Steps 

In Semantic Analysis − It draws the exact meaning or the dictionary meaning from the text. The text is 
checked for meaningfulness. It is done by mapping syntactic structures and objects in the task domain. The 

semantic analyzer disregards sentence such as “hot ice-cream”.in Discourse Integration − The meaning of 

any sentence depends upon the meaning of the sentence just before it. In addition, it also brings about the 

meaning of immediately succeeding sentence.in Pragmatic Analysis − During this, what was said is re-

interpreted on what it actually meant. It involves deriving those aspects of language which require real 

world knowledge. 

NLP ALGORITHM: 

NLP calculations are regularly in light of machine learning calculations. Rather than hand-coding expansive 

arrangements of standards, NLP can depend on machine figuring out how to consequently take in these 

tenets by investigating and making a statical derivation. When all is said in done, the more information 

broke down, the more precise the model will be. 

 Summarize squares of content utilizing Summarizer to extricate the most imperative and focal thoughts 

while disregarding unimportant data. 



Automatic summarization is the process of reducing a text document with a computer program in order to 

create a summary that retains the most important points of the original document. This algorithm takes in 
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large blocks of unstructured text, and extracts key topic sentences based on frequency of topics and key 

terms. 

 Createa chatbot using ParseyMcParseface, a language parsing deep learning model made by Google that 

uses Point-of-Speech tagging. 

Parsey McParse face is a language parsing tool that is fantastic at tagging word meanings within sentences 

and forming a parse tree (in Tree or Conll or Graph format) for other NLP algorithms to use. 

For example: 

{ 

“Src” : string, 

 “formate” : string,  

“language” : string 

} 

 src - (required) - The source text to parse, sentences 

should end with either a!, ? or . And will be parsed as separate sentences in the output. 

 format - (optional) - The output format of the parse , can be either tree, graph or conll, defaults to tree. 

 language - (optional) - The language of the text you wish to parse, this selects the particular parsey model 

for that language, defaults to English. 

SyntaxNet, an open-source neural system structure 

actualized in Tensor Flow that gives an establishment to Natural Language Understanding (NLU) 

frameworks. ParseyMcParseface is built on powerful machine learning algorithms that learn to analyze the 

linguistic structure of language, and that can explain the functional role of each word in a given sentence. 

Because ParseyMcParseface is the most accurate such model in the world, 

How does SyntaxNet work? SyntaxNet is a framework for what‟s known in academic circles as a syntactic 

parser, which is a key first component in many NLU systems. Given a sentence as input, it tags each word 

with a part-of-speech (POS) tag that describes the word's syntactic function, and it determines the syntactic 

relationships between words in the sentence, represented in the dependency parse tree. These syntactic 

relationships are directly related to the underlying meaning of the sentence in question. To take a very 

simple example, consider the following dependency tree for Alice saw Bob: 

 

This structure encodes that Alice and Bob are nouns and saw is a verb. The main verb saw is the root of the 

sentence and Alice is the subject (nsubj) of saw, While Bob is its direct object (dobj).ParseyMcParseface 

achieves just over 90% of parse accuracy. 

 Automatically generate keyword tags from content using AutoTag, which leverages LDA, a technique that 

discovers topics contained within a body of text. 



In natural language processing, Latent Dirichlet Allocation (LDA) is a generative model that allows sets of 

observations to be explained by unobserved groups that explain why some parts of the data are similar. 
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 Identify the type of entity extracted, such as it being a person, place, or organization using Named Entity 

Recognition. Identifies named (PERSON,LOCATION,ORGANIZATION,MISC) and 

numerical(MONEY,NUMBER,DATA,TIME DURATION,SET) in text, outputs the text of each entity 

along with its identifier. Specifically, this algorithm takes a string as input, splits it into sentences, finds the 

named entities in each sentence, and for each sentence, outputs a list of the named entities along with their 

type as a two-element string array. 

 Use Sentiment Analysis to identify the sentiment of a string of text, from very negative to neutral to very 

positive. Identify and extract sentiment in given string. Sentiment analysis (also known as opinion mining) 

refers to the use of natural language 

processing, text analysis and computational linguistics to identify and extract subjective information in 

source materials. This algorithm takes an input string and assigns a sentiment rating in the range [0-4] (very 

negative, negative, neutral, positive, and very positive). 

Reduce wordsto their root, or stem, using PorterStemmer, or break up text into tokens using Tokenizer input 

text, returning each token in order as a string in a string array. 

The Apache Open NLP library is a machine learning based toolkit for the processing of natural language 

text. It supports the most common NLP tasks, such as tokenization, sentence segmentation, part-of-speech 

tagging, named entity extraction, chunking, parsing, and coreference resolution. These tasks are usually 

required to build more advanced text processing services. OpenNLP also includes maximum entropy and 

perceptron based machine learning. 

 Open Source NLP Libraries These libraries provide the algorithmic building blocks of NLP in real-world 

applications. Algorithmia provides a free API endpoint for many of these algorithms, without ever having to 

setup or provision servers and infrastructure. 

 

 

 

 

 

 

 

Apache OpenNLP: a machine learning toolkit that provides tokenizers, sentence segmentation, part-of-

speechtagging, namedentityextraction, chunking, pars ing, co reference resolution, and more. 

Natural Language Toolkit (NLTK): a Python library that provides modules for processing text, classifying, 

tokenizing, stemming, tagging, parsing, and more. 

 Standford NLP: a suite of NLP tools that provide part-of-speech tagging, the named entity recognizer, 

coreference resolution system, sentiment analysis, and more. 

MALLET: a Java package that provides Latent Dirichlet Allocation, document classification, clustering, topic 

modeling, information extraction, and more. 

 

5. LITERATURE REVIEW  
 

Add semantic layer to flickr image search,[1] Presented approach adds a semantic layer on the Flickr output: 

processes the tags associated to the retuned images to discover the appropriate semantics of them, by arranging 

the results in a more user friendly view. To do this, they consider all the tags associated to the input photo, and, 

for each tag, they consider the related Flickr clusters. AUTOMATED QUERY ANALYSIS TECHNIQUE FOR 

SEMANTIC BASED QUESTION ANSWERING SYSTEM,[2] In this paper presents they have present a 

question answer search engine prototype model that uses natural language processing, natural language 

generation, question classification and query logs to find a precise answer to the user query .In this paper 

Question answering system is query is first checked, classify in nine categorize which is parsed and semantic 
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meaning is generated between the query terms. This prototype models returns promising results for users natural 

language queries. RULE BASED APPROACH FOR NLP BASED QUERY PROCESSING[3]In this paper they 

have proposed an approach for accessing the database using natural language query without any knowledge 

about query language. This approach is called rule based approach for NLP based query processing. Natural 

Language Interface of Database (NLIDB) System takes an input from the user in the form of natural language; 

system converts input into SQL query which mainly used for accessing the database. A NOVEL APPROACH 

TO FIND SEMANTIC SIMILARITY MEASURES BETWEEN WORDS[4]This paper introduces a method for 

measuring the semantic similarity of English words. It combines web search engine based similarity measures 

namely page counts and probability measure from text snippets with the lexical taxonomy based measures of 

similarity. These measures are employed and learned using support vector machines. 

 

6. CONCLUSION  

Different types of topologies, algorithms, methods of natural language processing which are uses for process 

the user query .we will use all this concepts and will create tag based search using natural language processing. 
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