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Abstract 
 

This Study aims to design EDM has attracted the attention of researchers to enhance the quality of education  

.Therefore, early prediction of performance is vital to keep students on a progressive track The hybrid classifier 

model has been proposed for an improvement in the performance of the students. The results of the proposed 

system will be analyzed with the help of various performance parameters  
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Introduction: 

 EDM is a growing area of research that is being used to  explore educational data for different academic 

purposes. In the present era of a knowledge economy, the students are the key element for the socio-economic 

growth of any country, so keeping their performance on track is essential. . 

 

Research Methodology 

This section describes the research methodology in detail. The implementation of the  data mining approach is 

completely described in this section.  

The WEKA  was used to perform data mining tasks. The research  methodology consists of different phases and 

experiments conducted during this research. 

The data collection was based on attributes suggested by researchers as the most rational attributes to predict 

academic performance at secondary level of education. To reduce the computational complexity while 

implementing the mining techniques, missing values were also removed.  

 

The pictorial representation of research methodology is given in Figure 
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Figure 1. Proposed methodology. 

The second step in data pre-processing is feature selection which is used to reduce dimensionality in feature 

space and obtain better classification results [26] because training on high-dimensional data leads to over fitting 

of the model. The subset of original features have been picked up through feature selection method which leads 

to the removal of redundant and obsolete characteristics without los ing any important information [26]. This 

study applied filter-based methods using information gain-based selection to evaluate crucial features which 

may help in developing good performance models. The class distribution is shown in Table . 

 

 

Table 1 . Dataset description and possible values 
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The research methodology is mainly premised on ensemble methods including bagging, boosting, and stacking, 

which is a different kind of ensemble method which uses  a blend of models [29]. Among these methods, 

bagging, boosting, and stacking can be utilized for classification and prediction. Each model has some strengths 

and limitations, so the ultimate objective of ensemble methods is to complement the models, in order to  achieve 

higher prediction accuracy. The bagging method is used to sort the tuples randomly into different bags while 

developing a model. 

Experiments and Evaluation 

WEKA was used to evaluate the proposed classification model and to make comparisons. In this study, different 

experiments were conducted sequentially to assess students’ performance. The comparison was made through 

various single base classifiers, ensemble based Classifiers , and fusion ensemble classifiers. The time 

complexity of each algorithm is  also represented in terms of Big O notation which plays an important role in 

finding the efficiency of algorithms. Additionally, a comparative analysis has been performed to  discover 

performance improvements in different models. The experiments detected the efficient model in predicting 

student academic performance at the secondary level. To acquire precise results during evaluation, 10-fold 

cross-validation was used. 

Experiments with Base Classifiers and Ensemble Base Classifiers: 

The evaluation results showed that among these three base classifiers, MLP outperformed the other classifiers, 

achieving greater accuracy (i.e., 88.52) as other classifiers, achieving greater accuracy (i.e., 88.52) as shown in  

Figure 2.  
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Figure 2. Single-based classifiers. 

Furthermore, three different assembly classifiers including bagging, multi boost, and voting were built. amongst 

these three ensemble classifiers, multi boost outperformed the other classifiers, achieving higher accuracy (i.e., 

95.7) as shown in Figure 3. The figure comprises two parts; in the first part, the bar chart shows the performance 

of classifiers in terms of accuracy, precision, recall, and F-score. The second part indicates the performance of 

classifiers in tabular form through the same measures. The classifier also performed  better in terms of other 

measures such as meticulousness recall, and F-score. The time complexity of bagging is (O(klogn), where k is 

the number of bag. 

 

Experiments with Fusion Ensemble-Based Models: 

The aim of this phase was to develop hybridization of ensemble classifiers with single based 

classifiers. The results of these models are shown in Figures 4-6. 

 
 

Fig 3 Ensemble based classifiers  
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Fig 4  Bagging With Single Based Classifier 

 
Figure 5. MultiBoostAB with single-based classifiers. 
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Figure 6. Voting with single-based classifiers. 

 

The evaluation results related to BAG fusion with PART showed the highest accuracy  (i.e., 97.50%). The model 

also performed very well with respect to precision, F-score and recall, as shown in Figure 4. This model also 

showed better performance in terms of precision, recall, and F-score.  

Decision Tree: This algorithm has provided a completely orthogonal approach for tackling the issue of 

classification with the utilization of a tree structure so that the observation input is drawn to a classification 

outcome. A model is developed on the basis of a tree structure by the means of C4.5 algorithm. A test is 

exposed on attributes via every internal node; an outcome of the test is demonstrated using every branch and 

each leaf node is employed to denote a class label. In the training, the finest attribute is discovered in this 

algorithm for dividing the data at a given node on the basis of relative information gain ratio. The division is 

going on until the node is turned into a leaf node [13]. Information gain ratio assists in evaluating the correlation 

of a feature label with class label. I general case, two discrete random variables X and Y are used and the gain 

ratio is expressed as 

 

 

A number of improvements are integrated through the version including pruning which has major aim to 

mitigate the data over-fitting. has been widely used for student performance prediction. This algorithm performs 

efficiently concerning recall and precision for almost all scenarios. 
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Result and Discussion: 

Python can be easily used by Rapid Application Development. The scripting in this tool is used to interlink the 
already existing components. 

 

Table 2: Dataset Description 

To evaluate the performance of proposed work performance parameters like accuracy, recall, execution time.  

 

Table 3: Confusion Matrix 

 

Table 4: Description of Common Terms Used in Confusion Matrix 
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The important performance metrics are: 

a. Recall: The ratio of number of times the model predicts positive cases correctly to the total number of actual 
positive cases is known as recall.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
       … (1) 

b. Accuracy: The ratio of number of times all correct predictions to the total number of inputs is called 

Accuracy.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
   … (2) 

c. Precision: The ratio of number of times the model correctly predicts  positive cases to the total number of 
positive cases predicted by it is called precision.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  

 

 

Fig 7: Anaconda default interface 

Figure 7 shows the default interface of anaconda. Here, a console, editor and interface of anaconda are shown in 
the default interface. 
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Fig 8: Accuracy Comparison 

Figure 8 shows the comparative analysis of proposed and existing algorithms in terms of accuracy. Here, in 
comparison to existing algorithm, higher accuracy is achieved by applying proposed algorithm.  

Precision-Recall Analysis: - The precision-recall is other parameters which define the accurate prediction of 
the target set. The value of precision-recall is shown in figure below  

 

Fig 9 Precision-Recall Analysis 

As shown in figure 5, the precision-recall value of existing algorithm and proposed algorithm is compared for 

the performance analysis. It is analyzed that proposed algorithm has more precision -recall value as compared to 

existing algorithm  

F Measure: - The F measure is the parameter which defines the average value of the precision and recall. The F 
measure of the proposed algorithm is shown in figure given below  
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Fig 10F1 Measure 

 

As shown in figure 10, the existing and proposed algorithms are compared in terms of F measure. The existing 
algorithm has low F measure score and compared to proposed algorithm 

 
Table 3: Performance Analysis  

Table 3 shows the comparative analysis of existing and proposed algorithms with respect to various 

performance metrics in a tabular form. Here, it is concluded that the overall performance of proposed method is 
better than the existing algorithm.  

Conclusion: 

 The prediction analysis can be applied with the approach classification. The classification techniques can 

classify data into certain target sets. In this existing system, the technique of back propagation is applied for the 

student performance prediction. In this research work, hybrid classification approach will be designed based on 

the decision tree and random forest classifier. The decision tree classifier will works like the Meta classifier and 

random forest will works like base classifier. The proposed algorithm will be implemented in Python and results 

will be analyzed in terms of accuracy, precision, recall and f measure. 
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