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Abstract

This Study aims to design EDM has attracted the attention of researchers to enhance the quality of education
.Therefore, early prediction of performance is vital to keep students on a progressive track The hybrid classifier
model has been proposed for an improvement in the performance of the students. The results of the proposed
systemwill be analyzed with the help of various performance parameters
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Introduction:

EDM is a growing area of research that is being used to explore educational data for different academic
purposes. In the present era of a knowledge economy, the students are the key element for the socio-economic
growth of any country, so keeping their performance on track is essential. .

Research Methodology

This section describes the research methodology in detail. The implementation of the data mining approach is
completely described in this section.

The WEKA was used to performdata mining tasks. The research methodology consists of different phases and
experiments conducted during this research.

The data collection was based on attributes suggested by researchers as the most rational attributes to predict
academic performance at secondary level of education. To reduce the computational complexity while
implementing the mining techniques, missing values were also removed.

The pictorial representation of research methodology is given in Figure
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Feature Selection

Figure 1. Proposed methodology.

The second step in data pre-processing is feature selection which is used to reduce dimensionality in feature
space and obtain better classification results [26] because training on high-dimensional data leads to over fitting
of the model. The subset of original features have been picked up through feature selection method which leads
to the removal of redundant and obsolete characteristics without losing any important information [26]. This
study applied filter-based methods using information gain-based selection to evaluate crucial features which
may help in developing good performance models. The class distribution is shown in Table .

Table 1. Dataset description and possible values
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S.No  Attributes Description
1 GE Gender (Male, Female)
2 HA Home Address Urban, Rural)
3 PCA Parent Cohabitation Status (Living together, Apart)
4 QFR Quality of family Relationship (Very Good, Good, Not Good)
5 M] Mother Job (Yes, No)
6 F] Father Job (Yes, No)
7 ME Mother Education (None, Elementary, Secondary, Higher)
8 FE Father Education (None, Elementary, Secondary, Higher)
9 FS Family Size (Less than 3, Greater or equal to 3)
10 GF Going out with friends (Yes, No)
1 PF Past Failures (Yes, No)
12 NS Attended Nursery School (Yes, No)
13 HE Want to take Higher Education (Yes, No)
14 R Relationship (Yes, No)
15 IA Internet access at home (Yes, No)
16 ECA Extra-Curricular Activities (Yes, No)
17 DST Daily Study Time (<2h,2to5h,5to 10h, >10h)
18 HST Home to school Travel Time (<15 min, 15 to 30 min, 30 minto 1 h, >1 h)
19 EG 8th Class Grades (A+, A, B+, B, C, D)
20 NG1 Uth Class First Term Grades (A+, A, B+, B, C, D, F)
21 NG2 9th Class Final Term Grades (A+, A, B+, B,C,D, F)

The research methodology is mainly premised on ensemble methods including bagging, boosting, and stacking,
which is a different kind of ensemble method which uses a blend of models [29]. Among these methods,
bagging, boosting, and stacking can be utilized for classification and prediction. Each model has some strengths
and limitations, so the ultimate objective of ensemble methods is to complement the models, in order to achieve
higher prediction accuracy. The bagging method is used to sort the tuples randomly into different bags while
developing a model.

Experiments and BEvaluation

WEKA was used to evaluate the proposed classification model and to make comparisons. In this study, different
experiments were conducted sequentially to assess students’ performance. The comparison was made through
various single base classifiers, ensemble based Classifiers , and fusion ensemble classifiers. The time
complexity of each algorithm is also represented in terms of Big O notation which plays an important role in
finding the efficiency of algorithms. Additionally, a comparative analysis has been performed to discover
performance improvements in different models. The experiments detected the efficient model in predicting
student academic performance at the secondary level. To acquire precise results during evaluation, 10-fold
cross-validation was used.

Experiments with Base Classifiers and Ensemble Base Classifiers:

The evaluation results showed that among these three base classifiers, MLP outperformed the other classifiers,
achieving greater accuracy (i.e., 88.52) as other classifiers, achieving greater accuracy (i.e., 88.52) as shown in
Figure 2.
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Figure 2. Single-based classifiers.

Furthermore, three different assembly classifiers including bagging, multi boost, and voting were built. amongst
these three ensemble classifiers, multi boost outperformed the other classifiers, achieving higher accuracy (i.e.,
95.7) as shown in Figure 3. The figure comprises two parts; in the first part, the bar chart shows the performance
of classifiers in terms of accuracy, precision, recall, and F-score. The second part indicates the performance of
classifiers in tabular form through the same measures. The classifier also performed better in terms of other
measures such as meticulousness recall, and F-score. The time complexity of bagging is (O(klogn), where k is
the number of bag.

Experiments with Fusion Ensemble-Based Models:
The aim of this phase was to develop hybridization of ensemble classifiers with single based
classifiers. The results of these models are shown in Figures 4-6.

R R

Performance
B8 R

c1
Accuracy Precision Recall F-Score
m BAG g4 942 941 241
m MB 857 95.1 8543 g5.1
mVvT 921 923 28 gl1.9

Fig 3 Ensemble based classifiers
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Figure 5. MultiBoostAB with single-based classifiers.
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Figure 6. Voting with single-based classifiers.

The evaluation results related to BAG fusion with PART showed the highest accuracy (i.e., 97.50%). The model
also performed very well with respect to precision, F-score and recall, as shown in Figure 4. This model also
showed better performance in terms of precision, recall, and F-score.

Decision Tree: This algorithm has provided a completely orthogonal approach for tackling the issue of
classification with the utilization of a tree structure so that the observation input is drawn to a classification
outcome. A model is developed on the basis of a tree structure by the means of C4.5 algorithm. A test is
exposed on attributes via every internal node; an outcome of the test is demonstrated using every branch and
each leaf node is employed to denote a class label. In the training, the finest attribute is discovered in this
algorithm for dividing the data at a given node on the basis of relative information gain ratio. The division is
going on until the node is turned into a leaf node [13]. Information gain ratio assists in evaluating the correlation
of a feature label with class label. | general case, two discrete random variables X and Y are used and the gain
ratio is expressed as

GAINRATIO(X|Y) = w
Where
HX) = —Zﬁ (x;)logp(x;)
And

HKY) == > () ) pCx: y)logn(xly:)
J i

A number of improvements are integrated through the version including pruning which has major aim to
mitigate the data over-fitting. has been widely used for student performance prediction. This algorithm performs
efficiently concerning recall and precision for almost all scenarios.
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Result and Discussion:
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Python can be easily used by Rapid Application Development. The scripting in this tool is used to interlink the

already existing components.

Dataset Characteristics Multivariate
MNumber of Instances 649
Attribute Characteristics Integer, Real

Associate Tasks

Classification

Dataset Characteristics Multivariate
Number of Attributes 33

Mssing Walues No

Area Business
Drate Donated 2016-01-26

To evaluate the performance of proposed work performance parameters like accuracy, recall, execution time.

Table 2: Dataset Description

Actual Values
Positive (1) Negative (00
Positive | Tue Positive | False Positive (FP)
(1) (TP)
E
Eu Negativ | False True Negative (TN}
ﬁ e (0} Megative
£ (FN)
Table 3: Confusion Matrix
Term Description

Positive (P)

When an observation is positive this term is used.

MNegative (IN)

When obsearvation is not positive, this term is used.

True Positive (TP

When the observation is positive and is also predicted to be
positive, the term TP is used.

False Megative | When the observation is positive howewer, it is predicted to be
(FI) negative, this term 1s used.

Trus Megative | When the observation is negative and it is predicted to be
(I negative, this term is used.

False Positive | When the observation is megative however, it 1s predictive to
(FP) be positive, this term 1s used.

Table 4: Description of Common_Terms Used in Confusion Matrix
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The important performance metrics are:

a. Recall: The ratio of number of times the model predicts positive cases correctly to the total number of actual
positive cases is known as recall.

TP
TP+FN )

Recall =

b. Accuracy: The ratio of number of times all correct predictions to the total number of inputs is called
Accuracy.

TP+TN

Accuracy = ———
TP+FP+FN+TN

)

c. Precision: The ratio of number of times the model correctly predicts positive cases to the total number of
positive cases predicted by it is called precision.

Precision =
TP+FP

e

Fle It Sesxh Sowrce Men Oeto) Carcoles Puecs Took View Mep

OS=E-HO rEEGC HCEEnE EX @ €9 cuneoemmmsos L
R - B X Feogre sx
= I < g 000 -3
1 fender, MationaliTy, 3lacectBieeh, Stageld, GracelD, SectionId, Topic, Semester Aelat * || Nome Soe Type Dave togified

“ 3

-lN:.::;:,xt:::.z-l::,g.:.rme-,)s.u.z.n.m.sou,w« M B detinets v KD o0 e W2 A I

TR0, 5 K % 5 .

A, unaal Y, Lomeraxe,6-88,,1T, F  Fathar, 38,7,8, 30, bo, dad, Abcne. 7, (81 studere.gy "3 5y Fle NS AW
§ L, sl Y, Lower Tewel, 6-84,3, 1T, F, Father, 38, 25,5, 35,02, bad Sbowe -7,

50, DT, Lomerlevel G-, A, TT, P, Father 40,90, 12, 30,1, Bad, dbawe - 7,1

77,00, Gl T, Lower level ,0-B6, A, TT, F, Father 42,39, 13,70, Ves , Bad, dbave - 7 N

59,00, G T7 Midelescbood ,6-97,4, Math, &  Father, 35, 12,8, 17,40, ad, Above -7, L

¥ M4, KT, MEdaleSc ol 6-97,4,Makh,  , Father, 58, 19, 15, 22, Ye5 60048, Under-7 N
4 00, K [T, MLE16SChonl, 607, 4, Makh, & Father, 12,22, 16, 56, Yes  Goad, Under 7
L4, 000, Camal T MidETeSehonl 6-0),8, 10 ¥, Father, 70, 68,25, TV, Ves, Scod, bndes - 7,0
11 M0, Cumat t MEdElaschonl, 0-07,4, Math, #, Patter, 38,88, 30,00, Yoy, focd, Under- 1,8
11, 04, CumaalT MEdeleschond, 0-97,0, Math, !, Patter, 33,6, 38,12, Yex, Good, Under-7,M
TR0 ST, lower level ,G-BE, A, IT, 7 Fathes,5,1,, 11,80, Gad, dbsve-7,L

13 M, 1ebarcn, lebaron, MiddLeSchool, G-86, A, Math, F, Father, 28, 14,12, 15, e, Bad, dbove- 7
15 F, 100, Cumal T MLEIeScho0k 608, 4, Math , F Mue, 62,78, 84, 66,40, B3d lbove 7,8
113,00, ComalT MLIE1eSchonl 608, 4, TT,F Father, 30,48, 21,65, Yes, Sood, todes - 7,0
0,04, Comal? MEdELeSchocl 640, 8, 11, F Father, 36, 38,20, B0, 4o, Bad, oeve- ) M |
TLL 00 Comal® MEdelatchocl 0.97 4, Meth, # Pather, 95,10, 25,99 1, Sad sbove- 1,0 D e enrtr | Heags
700 Kl T HideleSchool ,0-27,4, 57,7, Pam, 63,15, 16, 98, Yas , Gocd , Under-7 8 ~ . x
11,00, s T7 Mideleschonl , G-37,0, 17,7, Mew, 79,59, 48, 95, Vs, Good , Under-7, 4 Prbmcrwie
L1F N LT MEdeleSchoot 697, 4, 7, F, Father, 60,68, 31,5, M0, Bad, Soove -7 M |03 crsden@ "
L1 F, 00, s TT MUdeleSchoot 607, 8, IT,F, Faher, 10, 12,4, 68, 8¢, B34, Under-7,4 e
24, K, ana LT MLSE1eSChoad 607, 4, I, F, Father, 15, 31,2, 56, he, Ead, Under- 7 Pytaen 3.6.3 {4nacond) custom (64-01t]| (Oefault, Ot 15 2017, €3127:45) (WK v.1360 84 bit (wess)] #
2400, Cmal Y MLdELeSeheal 6.0, 4, LT, F Father, 2,0, 2,50, Me, tad Above -7, 0 Tyoe "copyright”, Tcredlts” of "licewse” for sove informatiso.
20 M08 Cumat T Middlwschool, 0-22,8,10,7 Pather,8,2,3, 0, Yex food, dbsew-7,L
£7 1,00, XwaaTT Middleschonk, 0-07,4, 17,7, Father,5,7,30,40, Yes , Oocd, Aacve-7,| 1ython £.1.8 - An webanced Intwractive Pythen,
35 I, 04, e LT MEdelleSchonl ,G-97,0, 17, Father, 19,19, 25, 48, Ves, 9ad Under - 7,4
25 1, K0, X IT NEdeleSchoot , G-, 4, Arable, F, Father 25,15, 12,33 Mo, Bad, Abawe -7, L In (1)1

W P, G TT Mg TS ool 6-04,4, Science, B, Father, 75, 65, 52, 63, Yes, Good, bnder -7,

L F, 00, Gl HIdETeSchonl 608, 4, Arbile  F, Father, 36, 36,33, 35,80, Bad, Under ) M
12,100, ComalT MidéleSchel 56-08, 4, Arsbic F Father, 59,58, %0, 10, Yex, Gced, rdles - 7+
13, 00, Comal T Midelatchonl  6-87,4, 11, F father,4,4,40, 56, Yeu , 00cé, ocve -7, L

7,08, T, Lower level ,G-07, 4,17, 1 Father,3,19,10,58, Yes, Dood, Abgve-7, |

5L, Cnaa LT, Lower Lewe L 685,48, Englich, F Pather 8,22,5, 80,0, 30d, Above -7, L

A0, G LT MidgleSchool , 6-97,8, Science 7, Father, 12, 11,3, 40 40, Ba¢, dbave -7, L

| TR Xl Nid0leS Mool ,6-97, 4, SegLish, F o Father, 19,12, 57,30, 00, 30 Adove - T L v
L AT e ablapig e s 3oq =

Permissiony MW End-of-bnes GRUF  Lacoding ASCH Uoe 1 Colurerx 1 Memony: 8%

Fig 7: Anaconda default interface

Figure 7 shows the default interface of anaconda. Here, a console, editor and interface of anaconda are shown in
the default interface.
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Fig 8: Accuracy Comparison

Figure 8 shows the comparative analysis of proposed and existing algorithms in terms of accuracy. Here, in
comparison to existing algorithm, higher accuracy is achieved by applying proposed algorithm.

Precision-Recall Analysis: - The precision-recall is other parameters which define the accurate prediction of
the target set. The value of precision-recall is shown in figure below

Precision-Recall

S 0.5 w Precision
0.3 W Recall

Existing Proposed
Algorithm Algorvithm

Fig 9 Precision-Recall Analysis

As shown in figure 5, the precision-recall value of existing algorithm and proposed algorithm is compared for
the performance analysis. It is analyzed that proposed algorithm has more precision -recall value as compared to
existing algorithm

F Measure: - The F measure is the parameter which defines the average value of the precision and recall. The F
measure of the proposed algorithmis shown in figure given below
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Fig 10F1 Measure

As shown in figure 10, the existing and proposed algorithms are compared in terms of F measure. The existing
algorithm has low F measure score and compared to proposed algorithm

Parameter Existing Algorithm | Proposed Algorithm
Accuracy 27.86 % 905 %

Precision 0.97 0.99

Recall 096 093

F Measure 97 s 20 %

Table 3: Performance Analysis

Table 3 shows the comparative analysis of existing and proposed algorithms with respect to various
performance metrics in a tabular form. Here, it is concluded that the overall performance of proposed method is
better than the existing algorithm.

Conclusion:

The prediction analysis can be applied with the approach classification. The classification techniques can
classify data into certain target sets. In this existing system, the technique of back propagation is applied for the
student performance prediction. In this research work, hybrid classification approach will be designed based on
the decision tree and random forest classifier. The decision tree classifier will works like the Meta classifier and
random forest will works like base classifier. The proposed algorithm will be implemented in Python and results
will be analyzed in terms of accuracy, precision, recall and f measure.
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