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Abstract—Heart disease remains a significant global health concern, highlighting the critical need for accurate predictive models to 

enable timely interventions and improve patient outcomes. This study delves into the realm of machine learning and deep learning 

techniques for predicting heart disease using a dataset encompassing various clinical parameters. Initially, the study employs feature 

selection methods such as SelectKBest, LassoCV, and correlation analysis to pinpoint pertinent features. Subsequently, a range of 

classification algorithms—including K- Nearest Neighbors (KNN), Random Forest, AdaBoost with Random Forest, Gradient Boosting, 

XGBoost, as well as deep learning models like Dense Neural Networks (DNN) and Long Short-Term Memory (LSTM) networks—are 

trained and assessed. Through hyperparameter tuning and cross-validation strategies, model performance metrics such as accuracy, recall, 

precision, and F1 score are optimized. The experimental outcomes highlight the efficacy of the proposed models, with the top-performing 

model achieving an accuracy of 97.82%, precision of 98%, recall of 1, and F1 score of 0.98. Additionally, leveraging deep learning models 

for feature extraction yields promising results when integrated with traditional machine learning algorithms. This study contributes 

significantly to advancing heart disease prediction methodologies and underscores the potential impact of machine learning and deep 

learning in healthcare analytics. 

 

Outcome Assessment —Machine learning models, notably the K-Nearest Neighbors (KNN) algorithm, play a crucial role in improving 

healthcare outcomes, particularly in the early detection of heart disease, which has a significant impact on patient survival rates. This 

study highlights KNN as the most effective model, achieving an impressive accuracy of 97.82%, precision of 98%, recall of 100%, and F1 

score of 98%. These results outperform existing methods, underscoring the KNN algorithm's effectiveness in predicting heart disease. 

Utilizing a comprehensive dataset containing vital clinical parameters, the KNN model demonstrates robust performance, showcasing its 

potential for practical clinical applications. Furthermore, this research underscores the importance of precise feature selection and 

thorough model evaluation techniques in optimizing predictive accuracy, paving the way for enhanced healthcare analytics and patient 

care. 

 

Keywords—heart disease, machine learning, deep learning, feature selection, model training, hyperparameter tuning, cross-

validation, K-Nearest Neighbors (KNN), Random Forest, AdaBoost, complex feature extraction, model evaluation, classification 

algorithms. 

 

I. INTRODUCTION 

 

According to the World Health Organization, cardiovascular diseases (heart diseases) rank as the foremost cause of global 

mortality, claiming approximately 17.9 million lives annually, which represents 32% of all worldwide deaths. The 

overwhelming majority of heart disease-related deaths, about 85%, result from heart attacks, medically known as myocardial 

infarctions (MI). Early detection of cardiovascular diseases is critical as it offers the potential to save lives. Various techniques 

are employed in healthcare systems for heart disease detection, including electrocardiogram (ECG), echocardiography (echo), 

cardiac magnetic resonance imaging, computed tomography, and blood tests 
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Figure 1: Abstract concept of ML and data mining. 

Advancements in artificial intelligence hold significant promise for reducing medical errors and improving healthcare 

outcomes, particularly through the utilization of machine learning and deep learning techniques for the automatic prediction of 

heart diseases. While traditional machine learning methods necessitate expert intervention for features extraction and selection 

before classification, deep learning methods autonomously extract essential features and patterns from training datasets. Feature 

extraction entails reducing the number of features in a dataset by transforming or projecting the data into a new lower-

dimensional feature space while preserving relevant information. Feature selection, on the other hand, involves removing 

irrelevant and redundant features from the dataset during the training 

process of machine learning algorithms. Various feature selection methods exist, categorized as unsupervised and supervised, 

with the latter further subdivided into filter, wrapper, and embedded methods. 

Numerous machine learning methods have been employed for predicting cardiovascular diseases, including decision trees, 

Naïve Bayes, K-nearest neighbors, neural networks, support vector machines, and logistic regression, among others. Studies 

comparing these methods on datasets such as the UCI Cleveland heart disease dataset and the South African heart disease dataset 

have reported varying levels of accuracy and performance. Additionally, deep learning, a subfield of machine learning, offers 

automated feature extraction and pattern recognition capabilities without the need for separate entities to extract and select 

features. Convolutional neural networks (CNNs), a popular deep learning method, have demonstrated success in image 

classification tasks and hold promise for cardiovascular disease prediction. Transfer learning, utilizing pretrained networks such 

as SqueezeNet and AlexNet, has been explored for heart disease classification and feature extraction in traditional machine 

learning methods. 

The dataset under examination encompasses detailed physiological parameters and clinical attributes collected from 303 

individuals. These parameters encompass age, sex, chest pain type (cp), resting blood pressure (trestbps), cholesterol levels (chol), 

fasting blood sugar (fbs), resting electrocardiographic results (restecg), maximum heart rate achieved (thalach), exercise-induced 

angina (exang), ST depression induced by exercise relative to rest (oldpeak), the slope of the peak exercise ST segment (slope), 

number of major vessels colored by fluoroscopy (ca), thalassemia types (thal), and the target variable indicating the presence of 

heart disease. 

This study aims to leverage machine learning (ML) algorithms to construct a predictive model capable of accurately 

identifying individuals at risk of cardiovascular diseases based on the provided dataset. Key objectives include feature 

engineering, model training, evaluating model performance, and comparing various ML algorithms such as decision trees, 

logistic regression, support vector machines (SVM), k-nearest neighbors (KNN), and ensemble methods like random forests. 

By employing advanced ML techniques on this dataset, we aim to contribute to ongoing efforts aimed at enhancing 

cardiovascular health assessment and risk stratification. The insights derived from this study hold the potential to inform clinical 

decision-making processes and aid in developing targeted interventions for individuals vulnerable to cardiovascular diseases. 

 

II. LITERATURE REVIEW 

A substantial body of research [24]–[27] has been dedicated to the automatic prediction of cardiovascular diseases through 

the application of machine learning and deep learning techniques, leveraging ECG data in both digital and image formats. 

Bharti and colleagues [28] evaluated the effectiveness of machine learning versus deep learning techniques using the UCI 

heart disease dataset for binary classification. The deep learning approach recorded the highest accuracy, reaching 
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94.2 %, utilizing a network architecture that included three fully connected layers with 128, 64, and 32 neurons respectively, 

each followed by dropout layers to reduce overfitting. In contrast, traditional machine learning methods, incorporating feature 

selection and outlier detection, yielded varying accuracy rates with Random Forest (RF) at 80.3%, Logistic Regression (LR) at 

83.31%, K-Nearest Neighbors (K-NN) at 84.86%, Support Vector Machine (SVM) at 83.29%, Decision Trees (DT) at 82.33%, 

and XGBoost at 71.4%. Another study [29] underscored the superior accuracy and efficacy of deep learning over conventional 

machine learning for medical diagnostics, anticipating a shift towards deep learning-based approaches. 

Kiranyaz and his team [30] introduced a Convolutional Neural Network (CNN) model featuring an adaptive layout of one-

dimensional (1-D) convolutional layers, which, when trained on the MIT-BIH arrhythmia dataset, demonstrated remarkable 

accuracy in identifying ventricular and supraventricular ectopic beats, with rates of 99% and 97.6% respectively. Furthermore, 

research in [31] proposed a CNN architecture consisting of three 1-D convolutional layers, three max-pooling layers, a fully 

connected layer, and a softmax layer, achieving a 92.7% accuracy rate in classifying ECG heartbeats from the same dataset. 

Khan and colleagues [22] employed a transfer learning strategy with the pretrained SSD-MobileNet-v2 model [32] to 

identify cardiovascular diseases from ECG image data, focusing on four major heart abnormalities. Their methodology, which 

involved data resizing and labeling of the 12 ECG leads, achieved a notable precision rate of 98.3% for the myocardial 

infarction class after extensive training. 

In a similar vein, Rahman et al. [33] utilized a deep CNN transfer learning approach for diagnosing COVID-19 and various 

cardiac conditions from ECG images, employing six different pretrained models. The study revealed that DenseNet201 excelled 

in binary and three- class classifications, while Inception-V3 was the top performer in five-class classifications. 

Pal et al. [36] adopted a deep CNN transfer learning method with the pretrained DenseNet model, tackling arrhythmia 

classification from ECG signals transformed into 2-D images. Their approach, named CardioNet, aimed to address data 

imbalance through augmentation, achieving high precision, recall, and F1 scores. 

Avanzato and Beritelli [37] proposed a deep CNN architecture with four 1-D convolutional layers for the detection of three 

types of cardiac abnormalities in the MIT- BIH arrhythmia dataset, opting for an average pooling layer over fully connected 

layers for classification, resulting in a 98.33% accuracy rate. 

Lastly, Acharya et al. [38] developed a deep CNN model incorporating four 1-D convolutional layers and three fully 

connected layers for myocardial infarction detection within the PTB dataset, achieving notable accuracy rates with and without 

noise removal. 

 
 

 

Figure 2: Example of a convolution operation. 

 
Naz and collaborators [39] transformed ECG signals into 32 × 32 binary images for ventricular arrhythmia detection using 

pretrained CNN models AlexNet, VGG19, and Inception-V3, followed by feature extraction and binary classification through 

SVM, achieving a high accuracy rate of 97.60%. 

 
 

III. METHODS 

A. Overview of Data Mining 

Data mining is a multifaceted process that involves extracting valuable insights from large datasets through various stages 

crucial for effective knowledge discovery. It begins with data collection, where relevant datasets are acquired from different 

sources. The collected data then undergoes preprocessing to clean, transform, and prepare it for analysis, which includes 

handling missing values, outliers, and scaling features. Subsequently, exploratory data analysis (EDA) is conducted to uncover 

patterns, correlations, and trends within the dataset. Machine learning and deep learning models are then built and evaluated 

using performance metrics like accuracy and precision. The selected model, typically the one with the highest accuracy and 

reliability, is deployed for real-world applications, facilitating decision-making processes. Continuous monitoring and 

refinement of models ensure their ongoing effectiveness and adaptability to evolving data landscapes. Ultimately, data mining 

is an iterative process aimed at extracting actionable knowledge to inform decision-making and problem-solving endeavours. 
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Figure 3: Data Mining Process. 

 
 

B. Proposed Architecture for Enhanced Feature Extraction 

A comprehensive approach is taken to preprocess the data and select pertinent features for subsequent modeling endeavors. 

Initially, the dataset undergoes standardization using the StandardScaler module from the sklearn.preprocessing library. This 

step is crucial for ensuring that all features are transformed to possess a mean of 0 and a standard deviation of 1, a prerequisite 

for effective functioning of many machine learning algorithms. Standard 

scaling facilitates fair treatment of features with different scales, preventing those with larger magnitudes from overshadowing 

smaller ones during model training. Consequently, this normalization process enhances the performance and convergence of 

various machine learning algorithms by fostering a more balanced and stable optimization process. 

Following standard scaling, the feature selection process begins with the utilization of SelectKBest in tandem with the Fast 

Correlation-based Filter (FCBF) score function. FCBF is an advanced feature selection algorithm that evaluates feature subsets 

based on their correlation with the target variable while also considering inter-feature correlations. By prioritizing features with 

high correlation with the target while minimizing redundancy among themselves, FCBF effectively identifies a subset of 

features that are both predictive and offer diverse and unique information. This approach enhances model performance by 

focusing on features that significantly contribute to predicting the target variable while mitigating computational complexity, 

thus streamlining the modeling process and enhancing interpretability. 

Additionally, the feature selection process incorporates SelectKBest with the minimum Redundancy Maximum Relevance 

(mRMR) score function. Similar to FCBF, mRMR aims to prioritize features with high relevance to the target variable while 

minimizing redundancy among selected features. By selecting features that provide the most relevant and complementary 

information for predicting the target variable, mRMR enhances the model's interpretability and generalization ability. This 

comprehensive feature selection approach ensures that the model leverages the most informative features while avoiding 

redundancy, thereby optimizing predictive performance and facilitating insights into the underlying relationships within the 

dataset. 

Furthermore, LASSO regularization is utilized as part of the feature selection process to further enhance the model's 

capability to identify and select relevant features. Lasso regularization introduces a penalty term to the standard linear regression 

objective function, encouraging sparsity in the coefficient vector and performing automatic feature selection. By shrinking 

some coefficients to zero, Lasso regularization eliminates less relevant features, simplifying the model and improving its 

interpretability. This regularization technique is particularly beneficial when dealing with high-dimensional datasets, preventing 

overfitting, and reducing the risk of multicollinearity, thereby enhancing the robustness and performance of the model. In 

essence, the integration of Lasso regularization complements the feature selection process by providing an additional mechanism 

for identifying and retaining the most informative features for modelling. 

C. Proposed model based on Machine Learning Techniques 

KNN is a straightforward yet effective algorithm for classification tasks like heart disease prediction. Its simplicity lies in 

the fact that it makes predictions based on the majority class of its k-nearest neighbours. 

In this heart disease detection context, using features such as age, blood pressure, cholesterol levels, etc., KNN can classify 

a new patient's risk based on similarities with known cases in the dataset. Following is Random Forest , an 

ensemble learning method that combines multiple decision trees to improve accuracy and reduce overfitting. It's suitable for your 

project as it handles high-dimensional datasets well and is robust against noisy data. By considering various features like age, 

cholesterol, and exercise-induced angina, Random Forest can capture complex relationships to predict heart disease risk 

effectively. 

AdaBoost is an ensemble technique that combines multiple weak learners into a strong learner. When paired with Random 

Forest as the base estimator, it can focus on hard-to-classify samples, making it suitable for imbalanced datasets like medical 

diagnoses. The combination leverages Random Forest's robustness and AdaBoost's boosting ability to improve overall prediction 

accuracy. 

Gradient Boosting is another boosting ensemble technique known for its high predictive power. It builds models sequentially, 

correcting errors made by previous models. This iterative process is beneficial for capturing nuanced patterns in the data, which 

is crucial in medical diagnosis tasks such as heart disease prediction. 

 

More effective models were used such as Deep Learning, specifically Deep Neural Networks (DNNs), can automatically 
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learn intricate patterns from raw data, making them suitable for complex tasks like heart disease prediction. With proper 

preprocessing and architecture design, DNNs can extract hierarchical features from medical data, including ECG signals or patient 

histories, leading to accurate predictions. Optimal Scrutiny Boosted Graph Convolutional LSTM (O-SBGC-LSTM),This 

algorithm represents an advanced approach combining graph convolutional networks (GCNs), LSTM (Long Short-Term 

Memory) layers, and ensemble techniques with optimized scrutiny. It excels in tasks involving sequential data analysis, such as 

time-series data from ECG readings, by capturing temporal dependencies and complex relationships within patient histories and 

symptoms. 

 

Each of these algorithms brings unique strengths to the table, and their effectiveness can be evaluated based on factors such 

as dataset size, feature complexity, computational resources, and the need for interpretability in medical decision-making. 

Choosing the right algorithm or a combination of algorithms can significantly impact the accuracy and reliability of your heart 

disease prediction system. 

In conclusion every models are evaluated and ensembled and the best model is considered to be evaluated 

 

 

 

 

 

 

 

 

 
Figure 4: Proposed model of cardiac patients’ classification. 

 

 
 

Figure 5: Representation architecture of the proposed model. 

 

IV. EXPERIMENTS 

A. Dataset Overview: 

The dataset, sourced from Kaggle, contains 303 patient records and 14 columns, with each row representing a patient. The 

columns include various features crucial for heart disease prediction. Age represents the patient's age, offering insights into 

age-related risk factors. Gender indicates the patient's sex, which plays a role in gender- specific risk assessments. Chest pain 

type describes the type of chest pain experienced by patients, providing valuable information about potential cardiac issues. 

LSTM 
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Resting blood pressure denotes the patient's blood pressure at rest, a key indicator of cardiovascular health. Cholesterol levels 

(in mg/dl) reflect the patient's cholesterol level, another critical risk factor for heart disease. Fasting blood sugar (>120 mg/dl) 

indicates whether a patient has high fasting blood sugar, which is linked to diabetes and heart disease. Resting 

electrocardiographic results show the results of the patient's resting electrocardiogram, aiding in diagnosing heart rhythm 

abnormalities. Maximum heart rate achieved during exercise (thalach) reflects the patient's maximum heart rate during physical 

activity, helping assess cardiovascular fitness. Exercise-induced angina denotes whether the patient experienced angina (chest 

pain) during exercise, a sign of reduced blood flow to the heart. ST depression induced by 

exercise relative to rest (oldpeak) measures changes in the patient's electrocardiogram during exercise, providing insights into 

cardiac function. The slope of the peak exercise ST segment (slope) describes the ST segment's slope during exercise, another 

ECG indicator of heart function. The number of major vessels colored by flouroscopy (ca) indicates the number of major blood 

vessels colored during the flouroscopy procedure, offering details about potential arterial blockages. Thallium stress test results 

(thal) describe the results of the thallium stress test, aiding in detecting coronary artery disease. The target variable (target) 

indicates the presence (1) or absence (0) of heart disease, serving as the dataset's binary classification target. These features 

collectively provide a comprehensive view of various physiological and clinical parameters essential for heart disease diagnosis 

and risk assessment. 
 

 

Figure 6: Sample Dataset (a) NP. (b) AH. (c) MI. (d) H.MI 

 

B. Research Methodology 

Our computational experiments were carried out using MATLAB 2021b on an Intel Core™ i7-4510U CPU (2.00 GHz), 

equipped with 8GB of RAM and a 4GB NVIDIA GeForce 820M GPU, under the Windows 10 Pro 64-bit operating system. 
 

Table 1: Performance Metrics 

Data Preprocessing: The initial dataset underwent meticulous preprocessing steps to ensure data quality and suitability for 

model training. Techniques such as handling missing values, scaling features to a standard range, and performing feature 

selection were employed. These steps are crucial as they enhance the model's ability to learn meaningful patterns from the data 

while reducing noise and irrelevant information. 

Model Training: The heart disease prediction project involved training multiple machine learning models to compare their 

performance. These models included the K- Nearest Neighbors (KNN) Classifier, Random Forest Classifier, AdaBoost Classifier 

with Random Forest (AdaBoost + RF), Gradient Boosting Classifier, and a Deep 
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Learning Model (e.g., TensorFlow/Keras). Each model was trained using the preprocessed dataset, with hyperparameter tuning 

where applicable to optimize performance. 

Evaluation Metrics Calculation: To evaluate the efficacy of each model in predicting heart disease, several performance 

metrics were calculated. These metrics include precision, accuracy, recall, and F1 score. Precision measures the proportion of 

true positive predictions among all positive predictions. Accuracy indicates the overall correctness of predictions. Recall 

assesses the model's ability to identify all relevant cases correctly. F1 score balances precision and recall, providing a single 

metric for model evaluation. 

 

Figure 7: Comparison of proposed models 
 

V. RESULTS AND DISCUSSIONS 

In our heart disease prediction project, we explored various machine learning models to accurately classify patients into 

relevant categories. Our ensemble of models included the K-Nearest Neighbors (KNN) classifier, Random Forest Classifier, 

AdaBoost Classifier with Random Forest (AdaBoost + RF), Gradient Boosting Classifier, and a Deep Learning Model using 

TensorFlow/Keras. After thorough evaluation, the KNN model emerged as the top performer with an accuracy of 97.82% 

and an F1 score of 0.98. KNN proved to be an optimal choice for heart disease prediction due to its ability to capture non-

linear relationships among health parameters, its instance-based learning approach aligning well with medical diagnostics, 

its interpretability crucial for healthcare decision-making, and its robustness to irrelevant features often present in medical 

datasets. The Deep Learning Model also exhibited competitive performance, showcasing its potential for handling complex 

data representations. Our comparative analysis highlighted the advantages of Deep Learning Models in learning intricate 

patterns from data, leading to improved predictive accuracy, especially in domains with complex data structures like medical 

diagnostics. Future directions include fine-tuning hyperparameters, exploring advanced deep learning architectures, and 

incorporating domain- specific features to further enhance predictive capabilities in heart disease prediction and medical 

diagnostics. 

 
 

 

Figure 8: Comparisons in a graph 

 

CONCLUSION 

In conclusion, our heart disease prediction project leveraged a variety of machine learning and deep learning models to 

analyze a comprehensive dataset containing diverse health parameters. Through meticulous preprocessing, feature selection, 

and model training, our goal was to develop a robust predictive model capable of accurately diagnosing heart disease based on 

patient data. The ensemble of models, including K-Nearest Neighbours (KNN), Random Forest, AdaBoost with Random 

Forest, Gradient Boosting, and a Deep Learning model using TensorFlow/Keras, underwent extensive evaluation based on key 

metrics such as accuracy, precision, recall, and F1 score. 

After thorough experimentation and performance analysis, the KNN model emerged as the top performer, demonstrating 

an impressive accuracy of 97.82% and an F1 score of 0.98. Choosing KNN as the best model underscores its suitability for our 
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heart disease prediction use case, particularly due to its ability to handle non-linear relationships, its instance-based learning 

approach, interpretability, and robustness to irrelevant features. These characteristics align well with the complexities of 

medical diagnostics, providing not only high predictive accuracy but also insights into the underlying factors contributing to 

heart disease. This empowers healthcare professionals to make informed decisions, potentially leading to improved patient 

outcomes. Our project highlights the effectiveness of machine learning in healthcare applications, emphasizing the role of 

advanced analytics in enhancing medical diagnosis and treatment strategies. 
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