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ABSTRACT 

 
Vision is a quintessential sense for any system, be it human system or a mechanical system. Industrial automation 

involves robotic arms for performing various factory operations, pick and place operation being their basic and 

most common application. Performing this pick and place operation in real time with vision sensors is a step deeper 

into automation. Motion of the object adds further complexity to the problem. This paper presents a 3R robot in eye-

to-hand orientation for the application of pick and place of a moving object using vision system. The methodology 

consists of real time video extraction, object detection using the motion of object as classification criterion and point 

based tracking to predict future state of the moving object using Kalman filter in MATLAB. The tracked estimate is 

transferred to the robot using Arduino platform. A 3R robot with three degrees of freedom is subjected to the 

implementation of the methodology. A USB webcam is used to provide the visual information to the computer, where 

image processing is done on the captured video and object is detected and the future position of the object is 

predicted using Kalman filter algorithm. The robot is controlled using Arduino IDE to reach the predicted position 

and grasp the object with maximum accuracy. The paper emphasizes on the control of 3R robot with visual 

parameters. That is established by integrating the computer vision techniques with mechanical structure. The 

Arduino platform is integrated with MATLAB to implement the techn ique on the 3R robot and tested to reach the 

final position with satisfactory accuracy. 
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1. INTRODUCTION 

Computer vision has been a very active field of research since many years. The use of vision sensors in robotics has 

a long history. With the advent of technology, the manufacturing systems are employing robotic systems 

architecture for increase in productivity of the production line due to reduction in human interference hence 

increased accuracy and thereby reduced losses. The robotic manufacturing systems use robots to perform tasks and 

operation on the product. The positioning, orientation and scheduling  of the workpiece at a particular workstation 

must be accurate in order to produce an error free product. If the position is even slightly disoriented, then it may 

cause the finished product to be faulty. Due to this large portion of the material may be wasted, which causes huge 

losses to the manufacturer. To reduce such losses often different tools such as jigs, fixtures, job holders etc are used 

to ensure that the job reaches the workstation at desired position. This is a traditional method of handling orientation 

problems in the robotic manufacturing setup. For the pick and place operation in industries, it becomes quite 

expensive to setup an environment exclusive to a particular part type and the conveyer has to be stopped at regular 

intervals for performing operations on the part. This increases the cycle time, which in turn reduces the productivity 

which is economically hazardous. The use of vision sensors in robotics has a long history.  
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1.1 Literature Review 

 

The earlier methods were based upon open loop techniques of ‗look‘ and ‗move‘ concepts. By the end of 70‘s 

systems capable of 10Hz servoing and 3D position control for tracking, seam welding and grasping were already 

demonstrated. Earliest reference can be taken that from Shirai and Inoue [8] who in 1973 explained how visual 

feedback can be used for correcting robot position to increase accuracy of the task.  In this they used visual feedback 

to place a square prism in a square box using a 7dof manipulator. 

Object detection is the process of finding instances of real world objects from the images or videos.  Object 

detection algorithms typically use feature extraction for recognizing objects. A reliable object detection system is 

important for a wide variety of applications such as image classification, tracking, surveillance, and other specific 

application devices.  Object detection can be done by using various object detection algorithms and softwares. Even 

for object detection a lot of work has been done in this field. A large amount of work has been done in this field 

using the sliding window approach, in which the object detection is achieved by increasing the search window size 

gradually. . Inspired by SIFT (Scale Invariant Feature Transform) [7], Dalal and Triggs [14] proposed to use HOG 

for the feature extraction step and they used SVM (Support Vector Machines) for the classification step. Many 

further studies improved the techniques for object detection.  

 When the object is considered in motion tracking is to be done to extract data from the video. The main 

objective of object tracking is to detect the desired object in the video and separating it from the rest of the 

environment and keeping a track on its position and orientation in the consecutive video shots i.e. frames. This has 

been an active research topic in computer vision field. A review on different tracking mechanisms has been 

presented in [1]. According to that, numerous tracking methods have been proposed in the past which primarily 

differ on their approaches for selection of the type of object being modeled, the image features opted for object 

modeling, environment in which the object is present and how the motion, appearance and shape of the object are 

being modeled. There has been great work done for tracking humans using articulated object tracking models 

presented in Aggarwal and Cai [2], Gavrilla [3], and Moeslund and Granum [4].  Lipton in [5] presented a simple 

method based on combination of temporal differencing and image template ma tching which provided highly 

satisfactory results even in the presence of clutter and enabled good classification avoiding special algorithms like 

Kalman filter for tracking. Isard and Blake [6] proposed a stochastic algorithm for highly robust tracking of agile 

motion in clutter environment superior to that attainable by Kalman filter. Although the methodology presented in 

this paper uses kalman filtering technique for object tracking as the setup environment is assumed to be clutter free. 

 Stauffer and Grimson presented in [9] a method of segmentation by modeling each pixel as a mixture of 

Gaussians and using an on-line approximation to update the model. This method proved to provide a solution for 

stable outdoor tracking with variations in lighting.  

Liu in [10] proposed method for segmentation by background subtraction between reference frame and current 

frame. Similarly many other researchers developed the modeling techniques for object tracking. As mentioned 

earlier the tracking technique used in this paper is Kalman filtering technique. This technique was first introduced by 

Kalman in his paper [11] in 1960 for obtaining a recursive solution for discreet data linear filtering problem. With 

the advancement in digital computing techniques, kalman filtering has been a subject of extensive research since 

then majorly in the area of autonomous and assisted navigation. Introduction to the general idea of Kalman filter was 

presented by Maybeck [12] while Sorenson [13] presented a more detailed discussion on the topic with historical 

developments in the field. More extensive research work in the field was presented in [14], [15], [16] and [17].  

  
1.2 Organization of the paper 

The first section of paper presents an outlook on the motive of the paper and the research that has been done in the 

field. The second section is composed of the methodology behind this paper and the details of each step in obtaining 

the desired result. The third section describes the details of the experimental setup used. Fourth section presents the 

results obtained and the final section contains the conclusion and future scope of this paper. 

 

2. METHODOLOGY 

The methods followed in this paper are selected to integrate the computer vision system with the mechanical system 

for achieving the specified task of pick and place. MATLAB software has been used for the implementation of 

algorithm. MATLAB is efficient software for various numerical and scientific computations. MATLAB consists of 

various toolboxes for assistance in code generation. Image processing techniques are the heart of any computer 

vision project. MATLAB is used in this paper for implementing the image processing algorithms on the video 
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sequences. The flow chart of the operations performed for object tracking in MATLAB can be represented. The flow 

chart shows the steps that have to be followed for implementation of the concept presented in paper. The video 

captured is processed and analyzed in order to track the moving object in real time. 

 

 
Fig-1: Flow chart of the methodology 

 

 
 

2.1 Image Processing 

i. Image segmentation 

The first step is to detect the object of interest. The object detection is done by background subtraction or foreground 

detection. MATLAB consists of ‗ForegroundDetector‘ function in its computer vision toolbox, which performs 

segmentation on the successive frames to obtain a background and a foreground. Background is defined by the 

pixels which remain constant in every frame while foreground comprises of the image pixels which keep on 

changing its position. This is called motion based object detection as explained in second chapter. The computer 

may detect a number of moving pixels in the frames due to external noise; to select a particular object of interest 

blob analysis is performed.  

To prevent the environmental noise from interfering with the segmentation process, thresholding is done. 

Thresholding involves providing a cutoff value above which the segmentation is to be performed. Threshold value is 

chosen such that the object blobs are detected efficiently. In this project threshold value of 5000 is us ed for 

segmentation.  
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ii. Blob analysis: 

The foreground is detected as cluster of pixels which are changing their location. These clusters are called as blobs. 

Blob analysis involves computing the properties of blobs from the frames. A number of properties can be computed 

from the blobs like its major axis, area, dimensions, centroid and shape etc. these properties can be calculated using 

the ‗regionprops‘ function in MATLAB. Also ‗BlobAnalyzer‘ tool is available in computer vision toolbox.  Blob 

area property is used to select the desired blob. The object is assumed such that having a minimum blob area of 300 

pixels. 

2.2 Object tracking using Kalman Filter 

Point based tracking involves analyzing the trajectory of a single point. The centroid of the blob as calculated in 

previous step is chosen as the point of interest. Centroid of the blob is the centre of mass of blob i.e. object in our 

case. Kalman filter algorithm as explained in previous chapter is a linear data filtering method. It is selected for this 

paper as the object is assumed to be moving at a constant velocity thus its motion is linear. Kalman filter is a very 

efficient algorithm for obtaining the best possible estimate even with limited number of data inputs available. It is a 

low cost and low time consuming algorithm. MATLAB consist of Kalman filter function for directly implementing 

the algorithm without the need of writing any mathematical equations in the program. 

 Kalman filter is a powerful tool for combining information in the presence of uncertainty. It is an ideal 

method for linear continuously changing systems.  A lot of literature is present on Kalman filter which makes it 

quite difficult to understand. 

This technique was first introduced by Kalman in his paper [11] in 1960 for obtaining a recursive solution for 

discreet data linear filtering problem. With the advancement in digital computing techniques, Kalman filtering has 

been a subject of extensive research since then.  

Kalman Filter Equations: The state of the object  is represented as set of its position vector and velocity vector. 

     (1) 

                (2) 

          (3) 

Equation (2) describe that the new best estimate  is the prediction made from previous best estimate  with 

correction for known external influences. 

   (4) 

    (5) 

Where     

 

and  represent the final state estimate of the object considering the measurement values from the sensor and its 

covariance matrix respectively. These equations predict the state with updating the uncertainty in measurement and 

prediction. 

2.3 Inverse Kinematics for calculating Robot pose 

These pixel coordinates are converted into real world coordinates of the object by applying geometric transformation 

methods. The coordinates of the object are converted from camera frame to robot base frame using frame 

transformation matrix generated based on the arrangement of the system and the coordinates are obtained in terms of 

the robot base frame. The angles required to align the robot in such a way that end effector reaches that point are 

calculated using the inverse kinematics. Inverse kinematics is a more challenging problem as compared to forward 

kinematics of robot. The angles are calculated using the geometric computation method for solving inverse 

kinematics solution. 

2.4 Implementation on robot 

Arduino-MATLAB interfacing is necessary for integration of computer vision with servo control. All the 

communication with the 3 robot is done serially through Arduino by storing values in this Arduino object. Thus 
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angles calculated from the final pos ition estimate are sent to the robot and the three motors align themselves to reach 

the object. 

 

3. EXPERIMENTAL SETUP 

The robot manipulator used for implementation of the methodology is a 3-dof articulated robotic arm. An articulated 

robot is a type of robot configuration in which all the robot joints are revolute similar to a human arm. In the setup, 

arm motion is controlled by three servo motors attached at the joint using Arduino IDE. 

The robot manipulator used for implementation of the technique is a  3-dof articulated robotic arm.  The arm motion 

is controlled by three servos attached at the joint using Arduino. The robotic arm constructed is a low cost 

mechanism made up of 1mm aluminum strips. The strips are used to make light weight clamps which are  holding 

the servo motors and enabling the rotation at each joint. 

3.1 Motors 

Servo motors were used for the actuation purpose. In servo motor, a suitable motor is coupled to a sensor which 

provides it feedback signal for the control of its motion and final position. Hence servo motors have high accuracy 

i.e. servo motor is any motor working in a closed loop. The input signal to a servo motor is a PWM (pulse width 

modulation) signal which makes it align at angles ranging from 0
0 

to 180
0
.  The servo motors used in the robot are 

MG995 high speed metal gear dual ball bearing servos manufactures by Tower-Pro of 10 kg-cm torque rating. 

3.2 Vision Sensor 

For providing the visual feedback to the robot, a visual sensor is required. A vision sensor may be a laser sc anner, 

SONAR or camera. A camera is the most suitable option for vision sensing in robotics. With camera basically a 

computer vision system can be setup in two configurations - eye-in-hand configuration and eye-to hand 

configuration. In eye in hand configuration, the camera is attached to the end effector of the robot. While in the later 

one camera is taken stationary. The robot was configured in eye-to hand setup. Camera was placed stationary 

parallel to the base of robot. The camera employed was Microsoft LifeCam Show™, 2.0 MP webcam. The camera 

resolution of 800x600 pixels is used.  

As stationary camera is used, the environment is needed to be calibrated. The system is setup such that the camera is 

placed near to the robot.  The field of view of camera is measured to be around 26 cm along horizontal axis and 20 

cm along the vertical axis. The object is placed at a distance of 13 cm from the robot so that the object remains in the 

robot workspace. 

3.3 Arduino IDE 

Arduino UNO is the most suitable project friendly board in the arduino family. This board is utilized in this project. 

The board as shown in the figure consists of several ports. The main controller used in the board is ATmega 

controller. Arduino UNO consists of 6 analog pins (from A0 to A5) for read ing analog inputs from the sensors and 

converting them into digital signals. It consists for 14 digital IO pins from 0 to 13. Some of the digital pins may also 

be used for PWM. Other pins present on the board are power supply pins (5 V or 3.3 V), ground pins, Aref pin. 

Reset button, USB port for connecting the Arduino to IDE and a power supply jack for providing external power 

supply are also present on the board. 

3.4 Arduino-MATLAB Interface 

The Arduino – MATLAB interfacing is done with the help of Arduino support package available at the Mathworks 

official website. After connecting Arduino to the computer, the interface program given in the support package is 

loaded in the Arduino and Arduino is created as a variable object in MATLAB. Connection is established with the 

Arduino board and values can be communicated to Arduino using MATLAB.  

Arduino MATLAB interfacing is crucial for implementation of the methodology on the robot. It is the actual basis 

for integration of computer vision with mechanical structure. It helps in controlling the robot with the help of visual 

feedback which is the sole purpose of this paper. 
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4. RESULTS 

The proposed methodology is implemented on a 3R robot with 3 degrees of freedom. The following limitations have 

been set for implementation of the technology on hardware: 

i. The environment is stationary with minimum clutter. 

ii. The object is moving with a constant velocity. 

 

 
Fig-3 Tracked Trajectory of the object 

 

Figure 2 presents a screenshot of the figure obtained on implementing the algorithm. The figure shows the trajectory 

of the path tracked using Kalman filter algorithm. The ‗+‘ represent the locations which were actually measured i.e. 

detected from the scene and red circles represent the predicted locations of the object. 

 

 
Fig-4 Object in final position 

 

Figure-4 represents the final orientation of the robot to pick up the object from predicted location. 

5. CONCLUSION 

This paper presents a technique to control a 3R robot with 3 degrees of freedom using the visual information 

captured from a USB camera to detect track and pick up an object moving at constant velocity.  The robot is 

configured in eye-to-hand orientation. The advantage of using stationary camera as compared to a camera mounted 

on the end effector (eye-in-hand orientation) is that no compensation is needed for the errors due to the camera 

motion. 

The motion of the object is the criteria used for the detection of object. Point based tracking method using Kalman 

filter is employed to predict the future position of the object using the current position. Kalman filter is a robust 

filtering technique which predicts and corrects the next state of the object using the present state measurement and 

previous estimates. Kalman filter works converges to the next position estimate with maximum accuracy even in the 

presence of high uncertainty. MATLAB software is used as the medium to generate the algorithm for this 
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methodology. The methodology is tested on a self made 3R robotic arm using Arduino -MATLAB interfacing. The 

experimental results show satisfactory accuracy in computing the estimated point and reaching it in sufficient time 

to grasp the moving object. 

The experiments show that the methodology is successful in tracking the object and picking it up with satisfactory 

accuracy. Small error occurs due to the system backlash and sometimes due to the inaccurate detections.  
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