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ABSTRACT 

 
An internet is a massive storage of digital images, so the web image re-ranking is an effective approach to 

capture the relevant image by one click. The existing system works on low level visual features and based on 

attribute classification and categorization. These strategies are already used by the commercial search engine such 

as Google, Bing and Yahoo. In this paper, we proposed novel approach for web image re-ranking based on 

Attribute assisted hypergraph. Every image in a pool contains an predefine attribute feat ures depending on feature 

attribute , the image can easily captured by user but many images having the same feature attribute. Hence the re-

ranking is done by integrating low level visual features and a ttribute features.  

Hypergraph is used to rearrange the order of images that is mean similar visual features. We use edge detection and 

Attribute assisted hypergraph, our system will effectively work for text based image re-ranking. 
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1.  INTRODUCTION 

 A web is massive storage of information as well as images, as web is a part of our day to day life. Image 

database on the web is widely increasing day-by-day such that internet is available more and more people in the last 

decade. The researcher are focused how to extract a relevant image based on the users query. The existing web 

image search engines, including Google, Bing and Yahoo retrieve and rank images mostly based on the textual 

information associated with the image in the hosting web pages, such as title and the surrounding text.  

 In such a system that will make easy searching of images that is beneficial for the users based on the re -ranking 

strategy [3]. This strategy helps user can getting top nine images based on the hyper graph instead of the number of 

images. In such a system the user can click on the intents to search images to show the related results. The concept 

of the filtering which is used to give the choices to the user. The filtering is nothing b ut a pool of image when user 

select its interest then it will filtering the result set into user interested images. This will gives the relevant searching  

of the images. Which create the more interaction with the user while searching. Because of this appro ach if user do 

not have any knowledge about the text based query searching this will gives the additional knowledge in the user 

knowledge. The searching of image is searched on the visual semantic signature which is the similarity in the form 

low level feature extraction of size, shape, color, etc. this will differ the images from similar characteristics. That is 

nothing but our query specified or user require image searching.  
 

2 RELATED WORK 

 Attribute Assisted re-ranking Model, J. Cai , Z. Zha[1], In this section, we provide a detailed knowledge of existing 

system for web image re-ranking purpose. 

 
2.1 Web image search re-ranking 

Web image search re-ranking is a technique used for automotive extracting the relevant text based image search. By 

using the hypergraph technique for automotive extracting the relevant text based image search. By the use of 

hypergraph technique, they found two sections of a list named as high rank images low rank images, such that most 
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relevant images are recorded in high rank lis t and irrelevant images are recorded in low rank list. For better results 

they consider only high rank list. After the statistical analysis model used, the web image re-ranking model can be 

categorized into three parts i.e. clustering based method, classification based method and graph based method. 

 

i. Clustering based image search 

 This method is developed by W.H. Hsu, L.S. Kennedy and S.F. Chang [4] by using re -ranking algorithm the 

information bottle based scheme. In this method, first the initial results are grouped into the several clusters. Second 

depends upon the cluster conditional probability the clustered images are re-ranked, by ordering the sample within a 

cluster based on their cluster membership value. In [18] the fast and accurate scheme is prop osed for grouping the 

web image search results into semantic clusters. 

ii. Classification based image search 

 In this method, visual re-ranking is done by the binary classification problem, they focused on the search result is 

relevant or not. Classification based ranking model is learned with the pseudo relevance feedback (PRF)[7]. 

However, in many real scenarios, training examples obtained via PRF are very noisy and might not be adequate for 

training effective classifier. 

iii. Graph based image search 

The graph based method proposed recently and received effective results by demonstrating experiments. Jing and 

Baluja[8] proposed a visual rank framework to effective model similarity of Google image search results with graph. 

According to the graph weight and nodes the images are sorts to find the relevant image. Thus the performance is 

significantly dependent on the statistical properties of top ranked search results.  

A. Visual re-ranking method 

The visual re-ranking method is proposed for text-based video and image search result. It extracted the “true” image 

from the noisy data generated by the text-based query. This method is improved by incorporating both textual and 

visual information. The typical visual re-ranking method can be categorized into three parts i.e. classification based, 

clustering based and graph based.  

 
Fig 1: Visual re-ranking classification techniques 

Classification based method is used for binary classification based, which find the image is relevant or not. However 

the clustering based method create group of relevant images and extract the high level relevant cluster to get the 

query image. Graph based method is done by using the low level visual features. 

B. Harvesting image databases from the web  
F. Shoff, A. Criminsi [6] was develop a concept of image retrieval using text based search. It gives the metadata 

about the images. The system was fetched the group of similar images instead of single image. So that images are 

classifier using some name. The main advantage is that, it improves the accuracy of visual re-ranking. It also focuses 

on low level visual feature extraction about the image. Again it uses multiple instance learning method. The 

numerous learning problem like object recognition, image and scene classification are used in computer vision. 

Advantage of this method is recognition of human interaction. Disadvantages of this method is to extract several 

candidate object regions and identifying related object. 

C. Hypergraph learning 

Visual representation and semantic description are represents in a unified model called hypergraph. A hyperedge in 

a hypergraph is able to link more than two vertices. Hypergraph learning is a technique which is used for model the 

relationship between images by integrating low level visual attribute and attribute feature. The similar attribute 

features could be measured simultaneously through the process of hypergraph learning that can gives the output for 
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re-ranking framework. To extract the more relevant image the graph  based method have been proposed. The 

multimedia entities in top ranks and be represented as a collection of nodes and edge. The advantage of using 

hypergraph is that not only it takes into account pair wise relationship between two vertices, but also higher order 

relationship among three more vertices containing grouping information. As attribute feature are formed by 

prediction of several classifiers, semantic description of each images might be inaccurate and noisy. 

 

2. COMPARATIVE STUDIES 

Table-1: Comparative study for existing visual re-ranking methods 

Methods Contents Disadvantage 

Classification based 

method 

1. Active in image retrieval.  

2. Use Binary classification to identify 

whether the image is relevant or not.  

3. Ranking model is learned with Pseudo 

Relevance Feedback  

 

In many real scenarios, training 

examples obtained via PRF are very 

noisy and might not be adequate for 

training effective classifier.  

 

Cluster based method 1. Worked on key observation that wealth of 

visual characteristics can be shared by 

relevant images.  

2. Initial text based search results are 

grouped by visual closeness  

 

Performance is not guaranteed when 

visual patterns are not clear or queries 

that return highly diverse results  

 

Graph based method 1. Recently increased attention and prove as 

very effective.  

2. Use random graph on similarity graph and 

reorders the images according to the visual 

similarities.  

3. Final result list is generated via sorting the 

images based on graph node weights.  

 

It is purely based on the low level 

features and do not consider any 

semantic relationship among ranked list.  

 

 

4. EXISTING SYSTEM 

 
Fig-2: Procedure for attribute-assisted hypergraph reranking method 

 

J. Cai[1] proposed new attribute-assisted reranking method based on hypergraph learning. They first train several 

classifiers for all the predefine attributes and every image is represented by attribute features consisting of the 

responses from this classifiers. Different from the existing methods, a hypergraph is then used to model the 

relationship between images by integrating low-level features and attribute features. They also try to improve the 

hypergraph learning method approach presented bin [2] by adding regularized on the hyperedge weights which 

perform on implicit selection on the semantic attributes. This makes their approach much more robust and 

discriminative for image representation as noisy attributes will be removed and informative ones will be selected.  

5. CONCLUSION 
 In this paper, we discuss about various web image search methods which are proposed by earlier researcher for the 

better results of image retrieval. Thus the working search engines are not able to get accurate results so that the new 

search engine can be developed which will be very effective for query based image search from the above analysis 

we hope the attribute assisted reranking is the best reranking method. 
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