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ABSTRACT 
Research into real estate price prediction using artificial intelligence has been the subject of several empirical 

studies. The purpose of this project is to identify the most accurate model for predicting real estate prices using 

artificial intelligence, based on the characteristics of the property and its locality. This study was conducted using an 

Indian real estate dataset, which includes 14,620 property sales samples and 23 features. To achieve this, various 

machine learning techniques were employed to compare selected supervised algorithms: Linear Regression,Ridge 

Regression, Lasso Regression, Support Vector Machine, Random Forest , K-Nearest Neighbors . The choice of the 

best model is based on the comparison of performance evaluation metrics such as: MAE, MSE, RMSE, R2 and R2 

Cross-Validation. The prediction results showed that the optimized Random Forest algorithm provides the best 

overall performance, with lowest values of MAE, MSE, and RMSE, as well as high R² and R² cross-validation. It 

gives 87.44% prediction accuracy. This project also demonstrated the importance of taking into account the 

geographic context in the analysis and prediction of real estate prices.[1] 

 

Keyword: - Real estate prices, Machine Learning, Supervised Algorithm, Study comparative algorithms. 

 
1. INTRODUCTION   

The real estate market is one of the most dynamic and complex sectors of the economy, characterized by rapid 

growth in recent decades, marked regional diversity, and fluctuations in supply and demand. However, price 

volatility and associated uncertainty pose significant challenges to market participants, ranging from individual 

buyers to large real estate developers. 

Accurate prediction of real estate prices is of paramount importance to various stakeholders, as it informs decisions 

related to buying, selling, investing, and urban planning. However, due to the complex and multidimensional nature 

of the real estate market, price prediction remains a major challenge. Additionally, the available data are often 

limited, containing only a restricted number of features related to each property. 

In this context, Artificial Intelligence (AI), and specifically Machine Learning (ML) techniques, offer new 

perspectives for analyzing market trends and predicting real estate prices with increased accuracy. By leveraging 

large datasets on property characteristics and their localities, ML models can identify key factors influencing prices 

and provide reliable estimates.[2] 
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The literature reveals two fundamental approaches to determining real estate prices. One approach is predicting real 

estate prices using macroeconomic variables in the country where the property is located, and the other involves 

price prediction models expressed as micro-variables, considering the characteristics of the property itself. 

Several factors influence real estate prices (e.g., location, size, condition, construction date, etc.), raising the 

question: "Which model allows us to better predict real estate prices, with greater accuracy, using Artificial 

Intelligence based on property characteristics and locality?" 

This project will consist of three main chapters: the first chapter, primarily theoretical, will provide an overview of 

the state-of-the-art and existing studies on real estate price prediction. The second chapter will focus on the 

methodology and modeling tools. The third chapter will present the results of the analysis and estimation of 

Machine Learning models for predicting real estate prices. 

1.1 LITERATURE REVIEW  

Fluctuations in the real estate market are governed by a number of factors, such as the country's economy, current 

interest rates, inflation, the behavior of financial organizations, demographics, government policy, inelastic supply 

and demand for housing or commercial property, which depends on household income, as well as the general real 

estate situation in a given region. Demand is closely linked to demographic trends, economic growth, consumer 

sentiment and mortgage interest rates. Other global influences can also interpenetrate and influence the real estate 

market [1]. According to existing theories, the real estate price is the result of two valuation methodologies: 

traditional appraisal methods and financial valuation methods, which are considered modern methods. The price 

must be the result of a comparison between the outcomes of these two methodologies, which ultimately reflect the 

confrontation between the seller's offer and the buyer's demand [3]. The various methods presented above have the 

disadvantage of systematically referring to past data and comparisons with goods that are, by nature, heterogeneous. 

Modern methods strive to use values anticipated for the future, or to homogenize heterogeneous elements. The result 

is two modern approaches to appraisal: 

• The financial cash-flow method 

• The hedonic method 

Among these methods, the hedonic method is the best-known and most widely used by researchers to analyze, study 

or estimate the price of so-called “environmental goods” such as real estate or housing. It is therefore important to 

highlight this method before presenting some empirical literature on the real estate market [4]. 

The following table summarizes some empirical work on real estate price prediction. 

 

Author - Year Problem Studied Methods Results Disadvantages 

Satish et al. (2019) Method to predict 

future house prices 

using machine 

learning. 

XGBoost, Neural 

System, and Lasso 

Regression 

Lasso regression 

algorithm, with high 

precision, reliably 

outperforms 

alternative models in 

executing real estate 

price predictions. 

Lasso selects at most 

n variables before 

saturating. Lasso 

cannot perform 

group selection 

Alfiyatin et al. 

(2017) 

Discusses 

prediction, model 

based on regression 

analysis and Particle 

Swarm Optimization 

(PSO). 

PSO is a stochastic 

optimization 

technique used to 

select and assign 

variables. 

Regression is used 

to determine the 

optimal internal 

prediction 

coefficient. 

The results obtained: 

Minimum prediction 

error. 

In a PSO system, it 

can be difficult to 

initially define the 

design parameters 

Segnon et al. (2020) Smooth transition, 

autoregressive 

fractional, integrated 

Analyzed complex 

statistics, models 

based on the 

The results of the 

measures provide 

satisfactory 

It operates on high-

frequency data. 
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process model to 

predict the volatility 

of real estate prices 

in the United States. 

hypotheses of the 

integrated process. 

prediction accuracy 

 

 

Singh et al. (2020) The concept of Big 

Data to predict sales 

data of housing in 

Iowa. 

Linear Regression, 

Random Forest, 

Gradient Boosting 

 

The Gradient 

Boosting model 

outperforms other 

prediction models in 

terms of prediction 

accuracy. 

The Gradient 

Boosting algorithm 

is sensitive to 

outliers. 

 

Kuvelekar et al. 

(2020) 

Prediction of the 

market value of a 

property. 

A decision tree 

regressor helps find 

a starting price for a 

property based on 

geographic 

variables. By 

breaking down 

trends and past 

market values, 

future costs are 

predicted. 

It offers 89% 

accuracy. 

Instability, longer 

time to train the 

model and complete 

calculations 

Tableau 1. The following table summarizes some empirical work on real estate price prediction 

 

 

1.2 Empirical Works on Real Estate Price Prediction Using AI  

In their article titled “A Comparative Study of Urban House Price Prediction using Machine Learning Algorithms,” 

the authors compared three Machine Learning algorithms to predict real estate prices: Linear Regression (RL), 

Random Forest (RF), and Gradient Boosting (GB). They evaluated the performance of the models using three 

metrics: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and the coefficient of determination (R2 

score). The models were tested on the Melbourne real estate dataset, which includes 34,857 property sales and 21 

features [5]. 

 

 
Tableau 2. Summary of Results on Real Estate Price Prediction Using AI  

Discussion of Results 

• Mean Absolute Error (MAE): Measures the average magnitude of the errors in a set of predictions, without 

considering their direction. The lower the MAE, the better the model's predictive accuracy. 

• Root Mean Square Error (RMSE): A quadratic scoring rule that measures the average magnitude of the 

error. It gives a relatively high weight to large errors. The lower the RMSE, the better the model's 

performance. 

• R² Score: Represents the proportion of the variance in the dependent variable that is predictable from the 

independent variables. The closer the R² score is to 1, the better the model fits the data. 
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1.3. State of the Art on Real Estate Price Prediction in India 

Introduction 

The empirical analysis in this project is based on a dataset from the Indian real estate market. It is crucial to first 

present the state of the art of a previous study conducted with this dataset before diving into the empirical analysis of 

this project. 

Previous Work: Study by SOURAV CHANDA 

Sourav Chanda conducted a study on the Indian real estate market dataset, which is available on the website 

"www.kaggle.com". This study employed Machine Learning techniques using algorithms such as Linear 

Regression, Decision Tree Regressor, XGBRF Regressor, and XGB Regressor. The analysis in this study focused on 

comparing the performance of these models using five metrics: Mean Squared Error (MSE), Root Mean Square 

Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and the R² Score. 

The results of Sourav Chanda's study can be summarized in the following table: 

 
Tableau 3. The results of Sourav Chanda's study can be summarized 

The comparison of these results showed that the XGB Regressor is the most effective among the models used to 

predict Indian real estate prices, with the lowest values of MSE, RMSE, MAE, and MAPE, as well as the highest R2 

Score. It provides an accuracy of up to 86.4% in predicting real estate prices in India 

Introduction related your research work Introduction related your research work Introduction related your research 

work Introduction related your research work Introduction related your research work Introduction related your 

research work Introduction related your research work. 

 

2. TOOLS FOR ECONOMETRIC ANALYSIS AND MODELING 

In this second part of our project, we will enumerate the various tools that will enable us to analyze our dataset and 

predict real estate prices using econometric models. 

 

2.1 Tools and Methodology  

 

❖ Methodologies 

To predict real estate prices based on property characteristics and location using AI, we will introduce the basic 

principles of machine learning and supervised learning techniques. In this context, we will follow these steps: 

✓ Data Collection 

➢ Sources of Data: Identify and utilize various data sources such as real estate databases, public 

records, and market reports. 

http://www.kaggle.com/
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➢ Description of Collected Data: Document the types of data collected, including property features 

(e.g., size, number of bedrooms, age of the property) and location information (e.g., neighborhood, 

proximity to amenities). 

➢ Methods of Data Collection and Cleaning: Implement techniques for gathering data, such as web 

scraping or API integration, and perform data cleaning to handle missing values, remove 

duplicates, and correct errors. 

✓ Exploratory Data Analysis (EDA) 

➢ Data Visualization and Description: Use visual tools like histograms, scatter plots, and box plots 

to describe the characteristics of the data. 

➢ Identification of Trends and Correlations: Analyze trends and correlations between features and 

real estate prices using correlation matrices and pairwise plots. 

➢ Handling Outliers and Missing Data: Identify and manage outliers and missing values to ensure 

data quality and reliability. 

✓ Feature Engineering 

➢ Selection of Relevant Features: Identify and select key features that significantly impact real estate 

prices, using techniques like feature importance and correlation analysis. 

➢ Creation of New Features: Develop new features from existing data to enhance model 

performance, such as interaction terms or aggregated metrics. 

✓ Modeling 

➢ Selection of Prediction Algorithms: Choose suitable algorithms for predicting real estate prices, 

such as linear regression, random forests, and XGBoost. 

➢ Data Splitting: Divide the dataset into training and testing sets to evaluate model performance 

accurately. 

➢ Model Training: Train the selected models using the training dataset, adjusting parameters to 

improve accuracy. 

✓ Model Optimisation 

➢ Hyperparameter Tuning: Optimize model hyperparameters using techniques like grid search or 

random search to enhance model performance. 

➢ Model Comparison: Compare the performance of different models based on evaluation metrics. 

➢ Final Model Selection: Select the best-performing model for further analysis and deployment. 

✓ Validation and Evaluation 

➢ Performance Evaluation: Assess the final model's performance on the testing dataset using metrics 

such as Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE), Mean Absolute Percentage Error (MAPE), and R2 score. 

➢ Result Analysis and Interpretation: Analyze the model predictions, interpret the results, and 

identify areas for improvement. 

➢ Model Robustness: Evaluate the model's robustness by testing its performance on different subsets 

of the data. 

✓ Deployment 

➢ Model Integration: Integrate the predictive model into an application or user interface to make it 

accessible for end-users. 

➢ Additional Features: Implement additional functionalities such as result visualization, search 

filters, and interactive maps to enhance user experience. 

➢ Continuous Monitoring: Set up mechanisms for continuous monitoring and maintenance of the 

deployed model to ensure its accuracy over time. 

 

➢ Analysis and Model Estimation Tools 

To analyze our dataset and estimate predictive models, we will use several computational tools and techniques. 

First, we will employ the programming language Python in our empirical study. For exploratory data analysis, we 

will use the following libraries: 

• Pandas: For data manipulation and analysis. 

• NumPy: For numerical computing. 

• Matplotlib: For creating static, animated, and interactive visualizations. 

• Seaborn: For statistical data visualization. 

For the modeling part, we will primarily use the library Scikit-learn: 
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• Scikit-learn: For implementing machine learning algorithms, including regression, classification, 

clustering, and model evaluation. 

All these steps will be carried out using Jupyter Notebook within the Anaconda Navigator (Anaconda3) 

environment. This setup provides a comprehensive suite of tools for data science and machine learning, enabling 

efficient data analysis and model development. 

Tools Summary 

• Programming Language: Python 

• Data Analysis Libraries: 

o Pandas 

o NumPy 

o Matplotlib 

o Seaborn 

• Modeling Library: 

o Scikit-learn 

• Development Environment: 

o Jupyter Notebook 

o Anaconda Navigator (Anaconda3) 

These tools will allow us to effectively conduct exploratory data analysis, build and evaluate predictive models, and 

visualize our findings in a clear and informative manner. By leveraging these technologies, we aim to develop robust 

and accurate models for predicting real estate prices. 

2.2 Machine Learning Algorithms and Modeling 

In this section, we will outline the algorithms that will enable us to predict real estate prices based on property 

characteristics and location. We will utilize mathematical tools and existing econometric models, primarily focusing 

on supervised algorithms and regression techniques :  

 

1. Linear Regression 

• Linear Regression: A foundational algorithm for predicting continuous values. It models the relationship 

between the dependent variable (real estate price) and one or more independent variables (property 

characteristics) by fitting a linear equation to observed data. 

2. Decision Trees 

• Decision Tree Regressor: A non-linear algorithm that splits the data into subsets based on the values of 

input features. It creates a tree-like model of decisions and their possible outcomes, suitable for regression 

tasks. 

3. Random Forest 

• Random Forest Regressor: An ensemble learning method that constructs multiple decision trees and 

merges their results to obtain a more accurate and stable prediction. It helps to reduce overfitting and 

improves model generalization. 

4. Gradient Boosting 

• Gradient Boosting Regressor: Another ensemble technique that builds models sequentially. Each new 

model attempts to correct the errors made by the previous models, making it highly effective for regression 

tasks. 

5. Extreme Gradient Boosting (XGBoost) 

• XGBoost Regressor: An optimized implementation of gradient boosting designed for speed and 

performance. It handles large datasets and complex models efficiently, providing robust predictions. 

6. Support Vector Machines 

• Support Vector Regressor (SVR): A supervised learning model that uses regression techniques. It fits the 

best possible line within a predefined margin, performing well in high-dimensional spaces. 

7. k-Nearest Neighbors 

• K-Nearest Neighbors (KNN) Regressor: An instance-based learning algorithm where the prediction is 

based on the average value of the nearest k neighbors. It is non-parametric and does not assume any 

specific distribution for the data. 
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Multiple Linear Regression Model 

The multiple linear regression model is formulated as follows: 

 

Where: 

• y is the dependent variable (e.g., real estate price). 

• β0is the intercept term. 

• β1,β2,…,βn are the coefficients corresponding to each independent variable. 

• x1,x2,…,xnx_1,  are the independent variables (e.g., property characteristics such as size, number of 

bedrooms, location). 

• £ is the error term, representing the deviation of the observed values from the predicted values. 

In this model: 

• The intercept term β0 represents the value of y when all independent variables are equal to zero. 

• Each coefficient βi indicates the change in the dependent variable y for a one-unit change in the 

independent variable xi holding all other variables constant. 

• The error term ϵ captures the effects of all other factors that influence y but are not included in the model. 

By fitting this model to the data, we can estimate the values of the coefficients β0,β1,β2,…,βn , which allows us to 

make predictions about the dependent variable y based on new values of the independent variables x1,x2,…,xn. 

Matrix Form 

The multiple linear regression model can be expressed in matrix form as follows: 

 

Where :  

 

2.2 Model Assumptions 

The model is based on the following assumptions: 

(1) 

(2) 

(3) 
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• The values     are error-free. 

•    the expected value of the error is zero 

•  the variance of the error is 

constant for all    

•   , the errors are independent. 

•   , the error is independent of the explanatory variables. 

• Absence of collinearity between the explanatory variables, which implies that the matrix (X′X) is regular 

and the inverse matrix   exists . 

•   tends towards a finite non-singular matrix 

•  , the number of observations is greater than the number of explanatory variables. 

2.3 Estimation of Regression Coefficients 

Given the model 

   

To estimate the vector β  composed of the coefficients β0,β1,…,βp  we apply the method of ordinary least squares 

(OLS). This method aims to minimize the sum of the squared errors, or the mean squared error (MSE), between the 

values predicted by the model and the actual values of the dependent variable. 

 

To minimize the function S with respect to the vector β, we differentiate S with respect to β and set the derivative 

equal to zero. 

Solving for β :  

(4) 

(6) 

(7) 



Vol-10 Issue-3 2024  IJARIIE-ISSN(O)-2395-4396 

24412 www.ijariie.com 6127 

 

Thus, the estimated vector of coefficients     is given by: 

 

This is the formula for the ordinary least squares (OLS) estimator of β. 

The estimated model is written as: 

 

Where:  

 

2.4 Properties of Estimators  

In the context of multiple linear regression, the ordinary least squares (OLS) estimators have several important 

properties: 

 Unbiasedness 

The OLS estimators are unbiased, meaning that the expected value of the estimators equals the true parameter 

values. Mathematically, this is expressed as: 

 

This property holds under the assumption that the errors have a mean of zero and are uncorrelated with the 

independent variables. 

 Efficiency 

The OLS estimators are efficient, meaning they have the smallest variance among all unbiased estimators. This 

property is a consequence of the Gauss-Markov theorem, which states that OLS estimators are the Best Linear 

Unbiased Estimators (BLUE) under the assumption of homoscedasticity (constant variance of the error terms) 

 Consistency 

The OLS estimators are consistent, meaning that as the sample size increases, the estimators converge in probability 

to the true parameter values. Mathematically, this is expressed as:  

 

(8) 

(9) 

(10) 

(11) 

(12) 
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This property holds if the errors are independently and identically distributed with finite variance and if the 

independent variables are not perfectly collinear. 

 Normality (Under the Assumption of Normally Distributed Errors) 

If the error terms are normally distributed, then the OLS estimators are normally distributed. This property allows 

for the construction of confidence intervals and hypothesis tests.  

 Minimum Variance 

Among all linear unbiased estimators, the OLS estimators have the minimum variance. This property is also derived 

from the Gauss-Markov theorem. 

Given the model: 

 

 

•    is an unbiased estimator of β 

•   Estimator of the error variance. 

•   Variance-covariance matrix of the regression coefficients. 

•  is a consistent estimator 

 

 

Gauss-Markov Theorem 

 Theorem : The OLS estimator    is classified as BLUE (Best Linear Unbiased 

Estimator), because it is the best linear unbiased estimator in the sense that it provides the smallest variances for the 

estimators. 

Once the model is fitted, it can be used to predict the values of the dependent variable for new values of the 

independent variables. [7] 

 

3. Measurement of Quality, Performance, and Robustness of Models 
When evaluating machine learning models, several metrics and techniques are used to measure their quality, 

performance, and robustness. 

3.1 Analysis of Variance (ANOVA) and Goodness of Fit 

 

(13) 
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ANOVA is a statistical method used to compare the means of three or more samples. It helps in determining if at 

least one of the sample means is significantly different from the others. For regression models, ANOVA is used to 

analyze the variance in the data explained by the model compared to the variance explained by residuals (errors). 

 

 
 

 

 

The relationship between these sums of squares is given by:  

 

ANOVA Table Components: 

Degrees of Freedom (DF): 

• Model (Regression): p (where p is the number of predictors) 

• Error (Residual): n-p-1 

• Total : n-1 

Mean Squares: 

 

 

 

F-Statistic: 

 

The F-statistic is used to test the overall significance of the model. A higher F-value indicates that the model 

explains a significant portion of the variance in the dependent variable 

3.2 Performance Metrics for Supervised Machine Learning Models 

(14) 

(15) 

(16) 

(17) 

(18) 
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Performance metrics are crucial for evaluating supervised machine learning models. To ensure that your model 

performs well in its predictions, it must be thoroughly evaluated. The objective is to identify the model's 

performance on new data. Some evaluation metrics can help determine if the model's predictions are accurate for a 

certain level of performance. For loss functions, we aim to minimize them, while for the coefficient of 

determination, we aim to maximize it.[21] 

 

• Coefficient of Determination 

 

indicates the proportion of the variance in the dependent variable that is predictable from the independent 

variables. Values range from 0 to 1, with higher values indicating a better fit. 

• Adjusted  

 

 

 value for the number of predictors in the model. It provides a more accurate 

measure of goodness of fit for models with multiple predictors. 

Performance Metrics 

• Precision, Recall, and F1 Score (for Classification Models): 

o Precision: The ratio of true positive observations to the total predicted positives. 

o Recall: The ratio of true positive observations to all actual positives. 

o F1 Score: The harmonic mean of Precision and Recall, providing a single metric that balances 

both concerns. 

• Confusion Matrix (for Classification Models): 

o A table used to describe the performance of a classification model by displaying the true positives, 

false positives, true negatives, and false negatives. 

• Area Under the ROC Curve (AUC-ROC): 

o Measures the ability of the model to distinguish between classes. Higher AUC indicates a better 

model. 

By using these metrics, we can comprehensively evaluate the performance of supervised machine learning models. 

This ensures that the models not only fit the training data well but also generalize effectively to new, unseen data, 

providing reliable predictions in real-world applications. The ultimate goal is to minimize loss functions (such as 

MSE, RMSE, MAE, and MAPE) while maximizing the coefficient of determination (R²) to achieve the best model 

performance. 

4. Results and Interpretation 

The data used to predict housing prices with machine learning algorithms were collected online. This dataset, which 

contains information on Indian housing, was obtained from the website "www.kaggle.com". 

Data Format and Transformation 

• The dataset is in CSV (Comma-Separated Values) format. 

• It was imported and transformed into a DataFrame for analysis. 

The dataset contains various attributes and characteristics related to houses located in India, which define the real 

estate prices. Here are some typical attributes that might be included in such a dataset: 

1. Location: The geographic location of the property. 

2. Size: The size of the house (e.g., in square feet). 

3. Bedrooms: The number of bedrooms in the house. 

(19) 

(20) 

http://www.kaggle.com/
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4. Bathrooms: The number of bathrooms in the house. 

5. Price: The price of the house. 

6. Year Built: The year the house was constructed. 

7. Parking: Availability of parking space. 

8. Amenities: Information on available amenities (e.g., swimming pool, gym). 

9. Type of Property: Type of house (e.g., apartment, villa, independent house). 

The dataset used for predicting housing prices contains 14,620 rows and 23 columns, which form the explanatory 

variables and the dependent variable in our models. The data primarily consists of quantitative values distributed 

across the 23 columns: 

• 4 columns are of type "integer" (int) representing whole numbers without decimal points. 

• 19 columns are of type "real" (float) representing floating-point numbers, which are numbers with a 

decimal point but no fixed position for the decimal 

4.1 Exploratory Data Analysis (EDA) 

 Descriptive Statistics 

The descriptive statistics of the columns in our dataset can be summarized in the following table, which shows the 

sample size (count), mean, standard deviation (std), minimum value (min), maximum value (max), and quartile 

values (25%, 50%, 75%) for each column in our dataset: 

 

Fig -1: Descriptive Statistics of the Dataset  

 Correlation Between Variables 

The following figure is a correlation matrix that illustrates the correlations and linear similarities between the 

different columns in this dataset. Some columns have a strong correlation greater than 0.5 with each other, but most 

show a coefficient less than 0.5. The columns "living area" and "Area of the house (excluding basement)" have the 

strongest correlation, with a correlation coefficient equal to 0.88. 
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   Fig 2 : Correlation Between Variables 

4.2 Machine Learning Results 

 Modeling 

In the modeling phase, we applied various machine learning algorithms to predict housing prices based on the 

dataset attributes. Here, we describe the steps involved in building and evaluating the models. 

In the principle of machine learning, solving a problem is essentially based on econometric modeling. The model is 

trained on historical data to identify critical features through the data and predict the required variable accordingly. 

The objective is to judge the model's performance on out-of-sample data. 

Using the entirety of the data to train the model allows for a highly accurate model that memorizes almost all the 

characteristics of the training data and will perform extremely well on the training data. However, it may fail on test 

data because the model is too complex and cannot generalize properly. This leads to overfitting. Splitting the out-of-

sample data into training and test data helps calculate the training and testing accuracy of the model, both of which 

need to be good for the model to be used for future prediction purposes. If the model is overly simplified, it will 

perform poorly on both training and test data (underfitting), and if we make it too complicated, it will perform very 

well on the training data but poorly on the test data (overfitting). 

In this case, the size of the training and test data is divided using the train_test_split function, specifying the 

proportion of data to include in the test set with the argument test_size=0.2 and the argument random_state=101 to 

set a seed for reproducibility of the results. Thus, 80% of the data is used for training and 20% for testing. 

 Comparison of Model Performances 
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Fig 3 : Comparison of R² Cross-Validation for Regression Models 

Based on the cross-validation R² scores, we can compare the performance of different regression models and 

determine which model is best suited for predicting real estate prices. The Random Forest Regressor shows the 

highest R² score, indicating that it generalizes well to unseen data and captures the underlying patterns in the dataset 

effectively. 

 Model Optimization 

Optimizing regression models involves fine-tuning hyperparameters, modifying model architectures, or applying 

optimization techniques to improve model performance. Here, we outline the steps to optimize the Random Forest 

Regressor and other regression models using hyperparameter tuning. 

 

Fig 4 : Model Performance Evaluation Metrics 

5. CONCLUSIONS  

This thesis project explored the use of Artificial Intelligence (AI) for predicting real estate prices in India, based on 

property characteristics and location. Through in-depth data analysis and the application of advanced Machine 
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Learning techniques, significant insights into the distribution and trends in the Indian real estate market were 

obtained. Key Findings :  

 Exploratory Data Analysis (EDA): 

o Understanding Data Distribution: EDA helped in understanding the distribution of the data and the 

correlation between different variables. 

o Identifying Key Determinants: The analysis identified the main determinants of real estate prices 

in India. 

o Feature Selection: Relevant features were selected to guide our analysis. 

o Handling Outliers: Outliers in the dataset were identified and addressed. 

 Machine Learning Models: 

o High Performance: Machine Learning models, particularly the Random Forest Regressor and the 

KNN Regressor, demonstrated high performance in predicting real estate prices. 

o Evaluation Metrics: The models achieved competitive values for MAE (Mean Absolute Error), 

MSE (Mean Squared Error), RMSE (Root Mean Squared Error), R² (Coefficient of 

Determination), and Cross-Validation R² on the test dataset. 

o Best Performing Model: The Random Forest Regressor was identified as the best-suited model for 

predicting real estate prices, with an accuracy of 78.44%. 

This study contributes to a better understanding of the mechanisms of the Indian real estate market and offers 

valuable insights for future research in this area. By integrating advances in Artificial Intelligence with real estate 

industry expertise, we can create innovative tools and solutions to address the complex challenges of the real estate 

market in India and globally. 
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