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Abstract 

Prediction of heart disease becomes very important for the doctors or practitioners which helps in accurate 

decision making for the development of heart patients. Heart is one of the most significant part of the body. It 

helps to clean and circulate blood to whole parts of the body. Machine learning technique is widely used for the 

understanding the symptoms of heart patients. Machine learning is an analytical tool used when a task is large 

and difficult to program, such as transforming medical record into knowledge, pandemic predictions, and 

genomic data analysis. In this paper, we present the review of literature work done for prediction of heart 

disease and also discusses some machine learning techniques of heart prediction such as decision tree, naïve 

bayes algorithm, logistic regression, random forest etc. 
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Introduction 

According to the Centers for Disease Control and Prevention (CDC), heart disease is the leading cause of death 

in the United States. Around 1 in 4 deaths Trusted Source in the U.S. occur due to heart disease, and the 

condition affects all genders as well as all racial and ethnic groups. Heart disease does not discriminate. It is the 

leading cause of death for several populations, including white people, Hispanics, and Black people. Almost half 

of Americans are at risk for heart disease, and the numbers are rising. While heart disease can be deadly, it’s 

also preventable in most people. By adopting healthy lifestyle habits early, you can potentially live longer with a 

healthier heart [1]. The most important behavioural risk factors of heart disease and stroke are unhealthy diet, 

physical inactivity, tobacco use and harmful use of alcohol. The effects of behavioural risk factors may show up 

in individuals as raised blood pressure, raised blood glucose, raised blood lipids, and overweight and obesity. 

These “intermediate risks factors” can be measured in primary care facilities and indicate an increased risk of 

heart attack, stroke, heart failure and other complications. Cessation of tobacco use, reduction of salt in the diet, 

eating more fruit and vegetables, regular physical activity and avoiding harmful use of alcohol have been shown 

to reduce the risk of cardiovascular disease. Health policies that create conducive environments for making 

healthy choices affordable and available are essential for motivating people to adopt and sustain healthy 

behaviours. There are also a number of underlying determinants of CVDs [2]. These are a reflection of the 

major forces driving social, economic and cultural change – globalization, urbanization and population ageing. 

Other determinants of CVDs include poverty, stress and hereditary factors. In addition, drug treatment of 

hypertension, diabetes and high blood lipids are necessary to reduce cardiovascular risk and prevent heart 

attacks and strokes among people with these conditions. Recent studies have used machine learning techniques 

to diagnose different cardiac problems and make a prediction. 

 

Types of Heart Disease 

There are many types of heart disease, and each one has its own symptoms and treatment. For some, lifestyle 

changes and medicine can make a huge difference in improving your health. For others, you may need surgery 

to make your ticker work well again [3]. 

 

 

Heart Arrhythmias 

https://www.cdc.gov/heartdisease/facts.htm
https://www.webmd.com/heart-disease/guide/heart-disease-symptoms
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When you have an arrhythmia, your heart has an irregular beating pattern. Serious arrhythmias often develop 

from other heart problems but may also happen on their own. 

 

Heart Failure 

With heart failure, your heart doesn't pump blood as well as it should to meet your body's needs. It is usually 

caused by coronary artery disease, but it can also happen because you have thyroid disease, high blood pressure, 

heart muscle disease (cardiomyopathy), or certain other conditions. 

 

Heart Valve Disease 

Your heart has four valves that open and close to direct blood flow between your heart's four chambers, 

the lungs, and blood vessels. An abnormality could make it hard for a valve to open and close the right way. 

When that happens, your blood flow could be blocked or blood can leak. Your valve may not open and close 

right. 

Diseases of the heart valves include: 

 Endocarditis. This is an infection that's usually caused by bacteria, which may enter the blood and 

take root in your heart during illness, after surgery, or after using intravenous drugs. It often happens if 

you already have valve problems. Antibiotics can usually cure it, but the disease is life threatening 

without treatment. If your heart valves are seriously damaged as a result of endocarditis, you may need 

valve replacement surgery. 

 Rheumatic heart disease. This condition develops when your heart muscle and valves are damaged by 

rheumatic fever, which is linked to strep throat and scarlet fever. Rheumatic heart disease was more 

common earlier in the 20th century. But doctors are now able to prevent it by using antibiotics to treat 

the diseases that lead to it. If you do get it, the symptoms usually show up many years after the 

infection [3]. 

Pericardial Disease 

Any disease of the pericardium, the sac that surrounds your heart, is called a pericardial disease. One of the 

more common diseases is pericarditis or inflammation of the pericardium. 

Cardiomyopathy (Heart Muscle Disease) 

Cardiomyopathy is a disease of your heart muscle, or myocardium. It gets stretched, thickened, or stiff. Your 

heart may get too weak to pump well. 

There are many possible causes of the disease, including genetic heart conditions, reactions to certain drugs or 

toxins (such as alcohol), and infections from a virus. Sometimes, chemotherapy causes cardiomyopathy. Many 

times, doctors can't find the exact cause. 

Congenital Heart Disease 

Congenital heart disease happens when something goes wrong while the heart is forming in a baby that's still in 

the womb. The heart abnormality sometimes leads to problems right after birth, but other times there are not any 

symptoms until you become an adult. Septal abnormalities are among the most common congenital heart 

problems. These are holes in the wall that separates the left and right sides of your heart. You can get a 

procedure to patch the hole. Another type of abnormality is called pulmonary stenosis. A narrow valve causes a 

decrease in the flow of blood to your lungs. A procedure or surgery can open or replace the valve. In some 

babies, a small blood vessel known as the ductus arteriosus doesn't close up at birth as it should. When this 

happens, some blood leaks back into the pulmonary artery, which puts strain on your heart. Doctors can treat 

this with surgery or a procedure or sometimes with medication. 

 

https://www.webmd.com/heart-disease/atrial-fibrillation/heart-disease-abnormal-heart-rhythm
https://www.webmd.com/a-to-z-guides/rm-quiz-blood-basics
https://www.webmd.com/women/picture-of-the-thyroid
https://www.webmd.com/hypertension-high-blood-pressure/hypertension-assessment/default.htm
https://www.webmd.com/heart-disease/guide/muscle-cardiomyopathy
https://www.webmd.com/lung/picture-of-the-lungs
https://www.webmd.com/drugs/index-drugs.aspx
https://www.webmd.com/cold-and-flu/rm-quiz-antibiotics-myths-facts
https://www.webmd.com/rheumatoid-arthritis/an-overview-of-rheumatic-diseases
https://www.webmd.com/heart-disease/ss/slideshow-visual-guide-to-heart-disease
https://www.webmd.com/oral-health/understanding-strep-throat-basics
https://www.webmd.com/a-to-z-guides/understanding-scarlet-fever-basics
https://www.webmd.com/heart-disease/video/bernstein-heart-disease-kill
https://www.webmd.com/heart-disease/guide/heart-disease-pericardial-disease-percarditis
https://www.webmd.com/arthritis/about-inflammation
https://www.webmd.com/heart-disease/guide/muscle-cardiomyopathy
https://www.webmd.com/cancer/chemotherapy-what-to-expect
https://www.webmd.com/lung/rm-quiz-lungs-quiz
https://www.webmd.com/heart/picture-of-the-arteries
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Fig. 1: Structure of Human Heart [16] 

Symptoms of Heart Disease 

Often, there are no symptoms of the underlying disease of the blood vessels. A heart attack or stroke may be the 

first sign of underlying disease [4]. Symptoms of a heart attack include: 

 Pain or discomfort in the centre of the chest; and/or 

 Pain or discomfort in the arms, the left shoulder, elbows, jaw, or back. 

In addition the person may experience difficulty in breathing or shortness of breath; nausea or vomiting; light-

headedness or faintness; a cold sweat; and turning pale. Women are more likely than men to have shortness of 

breath, nausea, vomiting, and back or jaw pain. 

The most common symptom of a stroke is sudden weakness of the face, arm, or leg, most often on one side of 

the body. Other symptoms include sudden onset of: 

 Numbness of the face, arm, or leg, especially on one side of the body; 

 Confusion, difficulty speaking or understanding speech; 

 Difficulty seeing with one or both eyes; 

 Difficulty walking, dizziness and/or loss of balance or coordination; 

 Severe headache with no known cause; and/or 

 Fainting or unconsciousness. 

 

Related Work 

Anna Karen Garate-Escamila, Amir Hajjam El Hassani, Emmanuel Andres (2020) proposal of a 

dimensionality reduction method and finding features of heart disease by applying a feature selection technique. 

The information used for this analysis was obtained from the UCI Machine Learning Repository called Heart 

Disease. The dataset contains 74 features and a label that we validated by six ML classifiers. Chi-square and 

principal component analysis (CHI-PCA) with random forests (RF) had the highest accuracy, with 98.7% for 

Cleveland, 99.0% for Hungarian, and 99.4% for Cleveland-Hungarian (CH) datasets. From the analysis, 

ChiSqSelector derived features of anatomical and physiological relevance, such as cholesterol, highest heart 

rate, chest pain, features related to ST depression, and heart vessels. The experimental results proved that the 

combination of chi-square with PCA obtains greater performance in most classifiers. The usage of PCA directly 

from the raw data computed lower results and would require greater dimensionality to improve the results [5]. 

G. Jignesh Chowdary, Suganya. G, Premalatha. M (2020) introduced a novel ensemble methodology which 

uses the voting of Logistic Regression (LR), Random Forest (RF), Artificial Neural Network activated with 

ReLU function(NNR), K-Nearest Neighbors (KNN) and Gaussian Naive Bayes(GNB) to predict the possibility 
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of heart disease. The model is developed using Python-based Jupyter Notebook and Flask and is trained using 

the standard dataset from Kaggle. The model is tested and evaluated based on accuracy, precision, specificity, 

sensitivity, error. Testing witnessed an accuracy of 89% and a precision of 91.6%, along with a sensitivity of 

86% and specificity of 91%. The results upon comparison with the individual models witness the better 

accuracy of using ensemble modeling and hence a better prediction leading to life saving [6]. Amin Ul Haq , 

Jian Ping Li , Muhammad Hammad Memon , Shah Nazir , and Ruinan Sun (2018) developed a machine-

learning-based diagnosis system for heart disease prediction by using heart disease dataset. We used seven 

popular machine learning algorithms, three feature selection algorithms, the cross-validation method, and seven 

classifiers performance evaluation metrics such as classification accuracy, specificity, sensitivity, Matthews’ 

correlation coefficient, and execution time. 0e proposed system can easily identify and classify people with heart 

disease from healthy people. Additionally, receiver optimistic curves and area under the curves for each 

classifier was computed. We have discussed all of the classifiers, feature selection algorithms, pre-processing 

methods, validation method, and classifiers performance evaluation metrics used in this paper. 0e performance 

of the proposed system has been validated on full features and on a reduced set of features. 0e features reduction 

has an impact on classifiers performance in terms of accuracy and execution time of classifiers. 0e proposed 

machine-learning-based decision support system will assist the doctors to diagnosis heart patients efficiently [7]. 

Senthilkumar Mohan, Chandrasegar Thirumalai, and Gautam Srivastava (2019) proposed a novel method 

that aims at finding significant features by applying machine learning techniques resulting in improving the 

accuracy in the prediction of cardiovascular disease. The prediction model is introduced with different 

combinations of features and several known classification techniques. We produce an enhanced performance 

level with an accuracy level of 88:7% through the prediction model for heart disease with the hybrid random 

forest with a linear model (HRFLM) [8]. Akram Ahmed Mohammed, Rajkumar Basa, Anirudh Kumar 

Kuchuru, Shiva Prasad Nandigama, Maneeshwar Gangolla (2020) proposed an integrated method of Random 

Forest Machine Learning Algorithm is with the Flask Web framework for predicting of Heart Disease is 

proposed. The ensemble learning methods are used for predicting heart disease. The proposed methodology 

involved integration of the Flask Web framework with the Random Forest machine learning technique to 

estimate the heart disease stages. Artery Blockage indicates the presence of heart disease. The higher the 

blockage, higher is the stage of heart disease. Stage 1 and Stage 2 indicate the presence of heart disease whereas 

Stage 3 and Stage 4 are called chronic heart disease and the risk of a heart attack at any day in such patients is 

very high. The Data required for the prediction contains parameters such as Age, Sex, Blood Pressure, Sugar 

levels which are collected from the Kaggle website. Experimental results say that predictions by using the 

proposed approach are consistently better than those obtained using the other methods [9]. Malavika G, Rajathi 

N, Vanitha V and Parameswari P (2020) extract the hidden information, which is useful to predict disease at 

the earlier. In medical field, predicting heart disease is treated as one of the intricate tasks. Therefore, there is a 

necessity to develop a decision support system to forecast the cardio vascular disease in a patient. Machine 

learning plays a vital part in disease prediction. In this paper, various machine learning methods were used to 

predict the heart disease and their performances were compared. The results obtained show the superiority of the 

Random forest algorithm [10]. Harshit Jindal, Sarthak Agrawal, Rishabh Khera, Rachna Jain and Preeti 

Nagrath (2020) focused on which patient is more likely to have a heart disease based on various medical 

attributes. We prepared a heart disease prediction system to predict whether the patient is likely to be diagnosed 

with a heart disease or not using the medical history of the patient. We used different algorithms of machine 

learning such as logistic regression and KNN to predict and classify the patient with heart disease. A quite 

Helpful approach was used to regulate how the model can be used to improve the accuracy of prediction of 

Heart Attack in any individual. The strength of the proposed model was quiet satisfying and was able to predict 

evidence of having a heart disease in a particular individual by using KNN and Logistic Regression which 

showed a good accuracy in comparison to the previously used classifier such as Naive Bayes etc. So a quiet 

significant amount of pressure has been lift off by using the given model in finding the probability of the 

classifier to correctly and accurately identify the heart disease. The Given heart disease prediction system 

enhances medical care and reduces the cost. This project gives us significant knowledge that can help us predict 

the patients with heart disease It is implemented on the .pynb format [11]. Riddhi Kasabe and Prof. Dr. Geetika 

Narang (2020) evaluate different classification techniques in heart diagnosis. First, the heart numeric dataset is 

extracted and preprocess them. After that using extract the features that is condition to be find to be classified by 

machine learning. Compared to existing; machine learning provides better performance. After classification, 

performance criteria including accuracy, precision, F-measure is to be calculated. Machine learning provides 

better performance. The comparison measure expose that Random Forest is the best classifier for the diagnosis 

of heart disease on the existing dataset [12]. Dinesh Kumar G,  Santhosh Kumar D, Arumugaraj K, 

Mareeswari V(2018) proposed research, data pre-processing uses techniques like the removal of noisy data, 

removal of missing data, filling default values if applicable and classification of attributes for prediction and 

decision making at different levels. The performance of the diagnosis model is obtained by using methods like 

classification, accuracy, sensitivity and specificity analysis. This project proposes a prediction model to predict 
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whether a people have a heart disease or not and to provide an awareness or diagnosis on that. This is done by 

comparing the accuracies of applying rules to the individual results of Support Vector Machine, Gradient 

Boosting, Random forest, Naive Bayes classifier and logistic regression on the dataset taken in a region to 

present an accurate model of predicting cardiovascular disease [13]. Aditi Gavhane, Gouthami Kokkula, Isha 

Pandya, Kailas Devadkar(2018) put a system in place to be able to detect the symptoms of a heart stroke at an 

early stage and thus prevent it. It is impractical for a common man to frequently undergo costly tests like the 

ECG and thus there needs to be a system in place which is handy and at the same time reliable, in predicting the 

chances of a heart disease. Thus we propose to develop an application which can predict the vulnerability of a 

heart disease given basic symptoms like age, sex, pulse rate etc. The machine learning algorithm neural 

networks has proven to be the most accurate [14]. Indu Yekkala, Sunanda Dixit (2018) insights not only 

diagnose the diseases but also predict and can prevent disease. One such use of these techniques is 

cardiovascular diseases. Heart disease or coronary artery disease (CAD) is one of the major causes of death all 

over the world. Comprehensive research using single data mining techniques have not resulted in an acceptable 

accuracy. Further research is being carried out on the effectiveness of hybridizing more than one technique for 

increasing accuracy in the diagnosis of heart disease. In this article, the authors worked on heart stalog dataset 

collected from the UCI repository, used the Random Forest algorithm and Feature Selection using rough sets to 

accurately predict the occurrence of heart disease [15].  

 

Heart Disease Prediction Techniques 
For prediction of heart disease various machine learning techniques has been developed and among from them 

some prediction techniques are explained below: 

 

Decision Tree 
The methodology used in the Decision tree is a commonly used data mining method for establishing 

classification and prediction systems based on multiple explanatory parameters for developing prediction 

models for a target instance. This path classifies a population into branch-like segments in a tree that construct 

an inverted tree with a root node, internal nodes, and leaf nodes. A decision tree is a non-parametric algorithm 

which can efficiently deal with huge, complicated data sets without involving multiple parametric structures. If 

the sample size is large enough, study data can be divided into training and validation data sets. Using the 

training data set to build a decision tree model and a validation data set decide on the appropriate tree size to 

achieve the optimal final model [17]. 

 

Naïve Bayes Classifier 

Naive Bayes classifiers0T is a Uprobabilistic classifier 0Tbased on applying Bayes' theoremU0T24T 0Twith strong (naive) 0T 

0T24TUindependenceU0T24T 0Tassumptions between the features. A Naive Bayesian model is easy to build, with no 

complicated iterative parameter estimation which makes it particularly useful in the field of medical science for 

diagnosing heart patients. Despite its simplicity, the Naïve Bayesian classifier[18] often does surprisingly well 

and is widely used because it often outperforms more sophisticated classification methods. Bayes theorem 

provides a way of calculating the posterior probability, P(c|x), from P(c), P(x), and P(x|c). Naïve Bayes 

classifier assumes that the effect of the value of a predictor (x) on a given class (c) is independent of the values 

of other predictors. This assumption is called class conditional independence. 

 

 
 

 P(c|x) is the posterior probability of class (target) given predictor (attribute). 

 P(c) is the prior probability of class. 

 P(x|c) is the likelihood which is the probability of predictor given class. 

 P(x) is the prior probability of predictor  
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Where C and X are two events (e.g. the probability that the train will arrive on time given that the weather is 

rainy). Such Naïve Bayes classifiers use the probability theory to find the most likely classification of an unseen 

(unclassified) instance. The algorithm performs positively with categorical data but poorly if we have numerical 

data in the training set. 

 

Logistic Regression 

Logistic regression is a predictive model used to evaluate the relationship between the dependent variable 

(target) which is categorical data with nominal or ordinal scale and the independent variable (predictor) which is 

categorical data with interval or ratio scale. This algorithm can also be used for time series modelling to find the 

relationship between the variables involved. Logistic regression is an algorithm used to predict the probability of 

categorical dependent variables. In logistic regression, the dependent variable is shown as a binary variable that 

is valued at 1 (yes) Or 0 (no). The logistic regression model predicts as a function of X. The assumptions used in 

Logistic regression are as follows: binary logistic regression requires binary dependent variables, for binary 

regression, the factor 1 level of the dependent variable must represent the desired result, independent variables 

must be independent of each other. In this case, the model must have little or no multicollinearity and be linearly 

related to log opportunities [19]. Logistic regression used appropriate regression analysis to be performed when 

the dependent variable is dichotomous (binary). Logistic regression acts as a predictive analytical model. 

Logistic regression is applied to describe data and explain the relationship between one dependent binary 

variable with one or more independent variables at the nominal, ordinal, interval or ratio level. Logistic 

regression has several advantages and disadvantages [20]. The benefits of logistic regression include the 

following. First, logistic regression can show a significant relationship between the dependent variable and the 

independent variable. Second, logistic regression analysis can also be used to compare the effect of variables 

measured at different scales includings the effect of price changes and the number of promotional activities. 

This benefit helps market researchers or data analysts to eliminate and evaluate the best set of variables that will 

be used to build predictive models. Third, the logistic regression model is not only a classification model, but 

also provides information related to probability. To achieve a better result using Logistic Regression, first all 

independent variable must contain their valid value. Secondly, logistic regression works well for predicting 

categorical results and multinomial results. Third, there is no multicollinearity between variables in the dataset 

[21]. 
 

Random Forest 

RF (see Figure 1 for an illustration) is a collection or ensemble of Classification and Regression Trees (CART) 

[22] trained on datasets of the same size as training set, called bootstraps, created from a random resampling on 

the training set itself. Once a tree is constructed, a set of bootstraps, which do not include any particular record 

from the original dataset [out-of-bag (OOB) samples], is used as test set. The error rate of the classification of 

all the test sets is the OOB estimate of the generalization error. [23] showed by empirical evidence that, for the 

bagged classifiers, the OOB error is accurate as using a test set of the same size as the training set. Thus, using 

the OOB estimate removes the need for a separate test set. To classify new input data, each individual CART 

tree (colored branches in Figure 1) votes for one class and the forest predicts the class that obtains the plurality 

of votes.  

 

 
Fig. 2: Illustration of a random forest construct superimposed on a coronal slice of the MNI 152 (Montreal 

Neurological Institute) standard template. Each binary node (white circles) is partitioned based on a single 

feature, and each branch ends in a terminal node, where the prediction of the class is provided. The different 

colors of the branches represent each of the trees in the forest. The final prediction for a test set is obtained by 

combining with a majority vote the predictions of all single trees. 
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RF follows specific rules for tree growing, tree combination, self-testing and post-processing, it is robust to 

overfitting and it is considered more stable in the presence of outliers and in very high dimensional parameter 

spaces than other machine learning algorithms ([24, 25]. The concept of variable importance is an implicit 

feature selection performed by RF with a random subspace methodology, and it is assessed by the Gini impurity 

criterion index [26]. The Gini index is a measure of prediction power of variables in regression or classification, 

based on the principle of impurity reduction [27]; it is non-parametric and therefore does not rely on data 

belonging to a particular type of distribution. For a binary split (white circles in Figure 1), the Gini index of a 

node n is calculated as follows: 

𝐺𝑖𝑛𝑖(𝑛) = 1 −∑(𝑃𝑗)
2

2

𝑗=1

 

where pj is the relative frequency of class j in the node n. For splitting a binary node in the best way, the 

improvement in the Gini index should be maximized. In other words, a low Gini (i.e., a greater decrease in Gini) 

means that a particular predictor feature plays a greater role in partitioning the data into the two classes. Thus, 

the Gini index can be used to rank the importance of features for a classification problem. 

 

 

Conclusion 
Machine learning concept is widely used in medical filed for the early prediction of disease and diagnosis of 

heart patient on the basis of available dataset. The researchers have developed various machine learning 

techniques for the diagnosis of heart disease such as decision tress, naïve bayes, logistic regression etc. In this 

paper, we present the comprehensive review on the prediction and diagnosis of heart disease. The use of 

machine learning techniques provides the accurate results in prediction and which helps the practitioner to give 

better treatment to the heart patients. In this also discuss various machine learning techniques and after 

reviewing it is found that not a single technique gives better results. In future work, we will use the hybrid 

approach of machine learning techniques and their analysis will also be perform on some other measuring 

parameters such as precision, recall and F1 measure. 
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