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Abstract 

Finding the emotional tone or ideas expressed in text is the goal of emotional analysis, also known as opinion 

mining. When we use in social media sites such as Facebook, Instagram, X and WhatsApp, it helps in examining 

user-generated content to determine the general audience attitude, which may be anything from positive or 

negative emotions. This procedure aids in illuminating the sentiment behind every post or remark. In this paper 

we use hybrid machine learning technique to determine the sentiment behind every comments made by the user 

in the Instagram site. 
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Introduction 

In this current digital environment, social media sites such as X, Instagram, Facebook and WhatsApp are used by 

millions of people for the purpose of expressing their feelings or opinion about society, and various other topics 

that occur around them. These social media participants may use critical remarks as a way to release their feelings 

that have been accumulated within them using positive or negative comments.  

One particular focus of this research involves sentiment analysis, which seeks to analyse and comprehend the 

sentiment or opinion conveyed in a given piece of text [1]. 

The [2] paper conducts a comprehensive literature review of Instagram, with a particular focus on the research 

methodologies employed by researchers to gather and analyse data. 

The chats exert significant influence, moulding public opinion and sentiment on a variety of subjects such as 

products, topics, events, and governmental issues. These messages are monitored and analysed to offer crucial 

insights of individuals about private entities, government, political disputes and public institutions [3]. 

This study primarily focuses on analysing the emotions expressed by users and categorizing them into two main 

categories: positive and negative. The dataset utilized is from the kaggle website, a popular platform for collecting 

the dataset. Initially, the raw data undergoes pre-processing to ensure it is clean and ready for analysis. 

Subsequently, various Natural Language Processing (NLP) techniques such as tf-idf, word2vec, and 

countvectorizer are employed to convert the text into word embeddings. These embeddings are then used as input 

into several hybrid ensemble classification algorithms including AdaBoost with SVM and XG Boost. The goal is 

to determine the most effective approach for accurately predicting emotions of Social media participants. 

Literature Survey 

The research [4] aimed to assess customer satisfaction with digital payment services (Go-Pay, Ovo, and LinkAja) 

in Indonesia, using Instagram sentiment analysis based on textual data extracted from Instagram comments. The 

sentiment analysis classification algorithms Naïve Bayes and K-Nearest Neighbors (KNN), along with customer 

satisfaction theory, were used to build the research model.  

One of the main problems with sentiment analysis is determining if a text's sentiment is good, negative, or neutral. 

In the literature, scholars have put up and examined a number of strategies to address this problem. Using machine 

learning techniques—which include both supervised and unsupervised methods—is one popular tactic [5]. Models 
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are trained using labeled datasets in supervised learning, where each text sample has a matching sentiment label 

(e.g., positive, negative, or neutral). The supervised learning methods Naive Bayes, Decision Trees, Logistic 

Regression, Support Vector Machines (SVM), and ensemble approaches are commonly employed for sentiment 

classification. Based on characteristics that are taken from the text, such as word frequencies, n-grams, or word 

embeddings, these algorithms learn to categorize text. 

 

In the work [6], sentimental categories are offered as a way to categorize the feelings. Sentimental keywords for 

important sentiments are extracted using hashtags, which are integral parts of Instagram. Sentiment categories 

may be applied to user postings, and sentiments can be discovered by measuring the similarity between the 

sentiment keywords and the sentiment adjective candidates. 

 

The project [7] aims to investigate emotional reactions to the coronavirus pandemic (COVID-19) by utilizing 

TextBlob and the VADER sentiment analyzer in conjunction with historical tweets. Given the worldwide reach 

of COVID-19, it is imperative for politicians, health organizations, and the general public to comprehend public 

opinion around the pandemic. 

 

The article describes the usage of a unique cluster-based classification model for online product reviews by P. 

Vijayaragavan et al. [8]. The model being displayed is made up of several processes. Initially, an SVM-based 

classification model is used to categorize the product reviews. After that, a confusion matrix is constructed to take 

into consideration the probability that every client would purchase the product. Next, the K-means clustering 

technique divides the given data into two groups. 

 

The study [9] looked at the best ways to use hashtags (#) in instagrammable posts to communicate ideas. More 

precisely, we looked at the contents and usage of 'Card News,' which is a series of images that tell a short tale. 

Because they often convey the post's intended audience for sharing, hashtags are essential. According to our 

research, one can learn a lot about individuals' Instagram activity by looking at how hashtags are used in Card 

News postings. 

. 

 

 

Implementation: 

• Data Collection: Gathering Instagram posts and their associated comments or captions from kaggle website. 

This data is used as the basis for emotional analysis. 

• Data Preprocessing: Clean and pre-process the textual data. This involves: 

• Removing special characters, emojis, and non-alphanumeric characters. 

• Tokenizing the text into words or phrases. 

• Removing stop words (commonly used words that do not contribute to the meaning). 

• Stemming or lemmatizing words to reduce them to their root form. 

• Feature Extraction: Convert the pre-processed text into numerical features that can be used by machine 

learning algorithms. Common techniques include: 

• TF-IDF (Term Frequency-Inverse Document Frequency): Measures how important a word is to a 

document within a collection or corpus. 

• Word embeddings (such as word2vec): Represents words as dense vectors of real numbers. 

• Training and Testing Data: Split the dataset into training and testing sets. Typically, the training set (about 

70-80% of the data) is used to train the model, while the testing set (about 20-30% of the data) is used to 

evaluate its performance. 

• Model Selection: Choose AdaBoost and XGBoost as the classification algorithms for emotional analysis. 

AdaBoost combines multiple weak classifiers to create a strong classifier, while XGBoost is an optimized 

gradient boosting algorithm known for its speed and performance. In this work we used SVM as a weak 

classifier to create an Adaboost model. 

• Model Training: Train the AdaBoost and XGBoost models are used on the training dataset. During training, 

the models will learn to classify the text based on the emotional sentiment expressed in the Instagram posts. 



Vol-10 Issue-3 2024  IJARIIE-ISSN(O)-2395-4396 

24372 www.ijariie.com 5895 

• Model Evaluation: Evaluate the performance of the trained models using appropriate evaluation metrics such 

as accuracy, precision, recall, and F1-score. This step helps to assess how well the models can predict the 

emotional sentiment of Instagram posts. 

 

Results and Discussion 

The model evaluation and the results of 2 hybrid machine learning models is compared using the graph shown 

in figure 1. Additionally, the effectiveness of 2 hybrid ensemble methods for emotional analysis is calculated. 

Based on its classification report comparison is made. 

Table 1: Comparison table of performance measure given by different classification model  
 

Models used Accuracy F1-Score Precision Recall 

AdaBoost using SVM 87 90.1 90 90    

XGBoost Algorithm 90.3 94.7 94 93 

 

When we observe Table 1, it can be clearly noted that the performance of XGboost Algorithm is better than 

AdaBoost model. XGBoost has scored 90.3% accuracy whereas AdaBoost has scored 87% accuracy.  

The accuracy, precision, recall and F1-scores for the applied classifiers have been summarised. Meanwhile, the 

F1score of both the models has very little difference when comparison is made.  

 

 

Figure 1: Comparison of AdaBoost and XGBoost Algorithms . 

                 

Conclusion 

When it comes to analysing emotions, both Adaboost and XGBoost algorithms prove to be effective tools, each 

with distinct strengths. XGBoost achieves a high accuracy of 90%, showcasing its robustness in capturing 

intricate emotional patterns and making it a reliable choice for applications requiring precise emotion detection. 

Adaboost, with its 87% accuracy, also demonstrates commendable performance, particularly in scenarios where 

sequential adjustment of weights can help prioritize complex emotional nuances. Ultimately, the choice between 

these algorithms depends on specific needs such as computational efficiency, interpretability, or the emphasis on 

handling difficult cases in emotional analysis. Both Adaboost and XGBoost offer valuable contributions for 

advancing emotion analytics, each contributing uniquely to the field's development. 
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