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Abstract 

 
The precious awareness can be revealed through data mining process. In data mining, Taxonomy is one of the 

key tasks to communicate acquaintance from massive amount of data. Consequently right employee at right 

position is essential, and is the crate for executing a system using amalgam course of action based on Data 

Clustering and assessment Tree of Data Mining methods to assist the authority in decision making process for 

selecting the employee for posting and transfers. This anticipated research work projects how data clustering 

method can be applied for evaluating the employee recital. Different performance evaluation factors like 

personality, social sensitivity, efficiency, experience, punctuality, domain assignment of previous postings, 

ratings of previous work assignment etc. The consequence of the proposed research work predict the number of 

gov.employees selected for different types of work-assignment and discharged accordance to their performance   
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Introduction: Nowadays, in the K-Era, acquaintance is a valuable asset and among the crucial issues to address. 

There are a lot of fields adapted by government sector department ,customer relationship, education and some 

others. Therefore, the intention of this paper is to advocate the possible arrangement techniques for employee 

future performance through some experiments using the selected classification algorithms . 

The second section describes the associated work on DM in HRM; arrangement in Data mining; and the 

possible methods for classification. The 3 segment confer the experiment setup in this learning. Section 4 shows 

some experiment results and analysis. Finally, the paper ends at Section 5 with the ultimate remarks and future 

investigate directions. 

Related Work: 

 Data Mining in Human Resource: Data mining chores are generally categorized as  clustering, association, 

sorting and (SVM) support vector machine, DM technique has been functional in a lot of fields, but its  purpose 

in Human Resource Management (HRM) is  very rare( Chien & Chen, 2008). Table I lists several of the 

applications in HR that use data mining tasks, and it shows that there are the minority discussions on that. 

Besides that, there are very few discussions or research on the uses of data mining, project assignment and talent 

recruitment. 
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Table I: Data Mining Task in HR Applications  

Classification and forecast are several of the methods that can fabricate able decision. If the accuracy is 

considered acceptable, the model can be functional to the new data to be acquainted with the prediction result 

(Figure 1).  

There are many techniques that can be used for classification such as decision tree,  association rule mining, k-

nearest-neighbour, genetic algorithms, case-based reasoning, rough sets and fuzzy logic.  

 

 

 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

Mining Process for Figure 1: Fundamental Data 

 Learning Process

 Apply to the new Data
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Table II summarizes the potential techniques of assessment tree, neural network and nearest neighbour 

algorithm. 

 
Table II: Potential Data Mining Classification Techniques  

Experiment Setup: 

The decision tree is a ‘divide-and–conquer’ approach from a set of independent instances and the nearest  

neighbor is based on the distance metric (Table II). The process of classification uses input variables i.e. 

performance factors; and the outcome is the employee’s performance pattern that shows the status  of promotion. 

The attributes for dataset in this  experiment as shown in Table III. 

Table III: Attributes for Performance Prediction 
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The aspects for training dataset are selected based on the interrelated factors for employee concert (Executive 

Brief, 2008) as illustrated in Figure 2. The classification rules will demonstrate us about the interesting or 

imperative characteristics for the dataset. Besides that, the forecasting model will be used to conclude whether 

the employee is recommended for promotion or not based on their performance. In this experiment, the training 

dataset contains 33 related attributes from background information and concert factors which is demonstrated in 

Table III.  

Result and Discussion: 

In this experiment, the accuracy of classification techniques is measured by averaging the accuracy from 10 fold 

cross validation datasets . The average accuracy obtained from each of the algorithms for the dataset is shown in 

Table IV. The result of this  experiment showed that all of the classifiers have moderate accuracy, which is more 

than 70%. In many cases, the moderate accuracy is considered as an acceptable accuracy. In this experiment, the 

dataset produced acceptable models for each of selected classification algorithms. In order to choose the suitable 

classifier in data mining, the precision of the model is used to settle on the most appropriate classifier for the 

dataset. As revealed in Table IV. 

 
This technique can produce rules in tree structures and rule sets ; and construct a tree for the purpose of 

improving the prediction accuracy (Becerra-Fernandez, Zanakis, & Walczak, 2002; Delen, Walker, & Kadam, 

2005). Besides that, the C4.5/C5.0/J48 classifier is among the popular and powerful decision tree classifier 

(Becerra-Fernandez et al., 2002; Delen et al., 2005; Kumar & Ravi, 2007; Tso & Yau, 2007). By using 

C4.5/J4.8 classifier, a part of generated classifier or rules is  shown in Figure 3. 

 
 

Figure 2: Related Factors for Employee Performance 
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Figure 3: Sample of Rules using Decision Tree 

The C4.5 classifier uses two heuristics criterion to rank possible tests. One is information gain by using attribute 

selection. 

 
 

For that reason, C4.5 classifier also can be worn to conclude the important  or interesting attributes from the 

dataset. In this swot up, the important attributes are identified through the number of hits for each of attributes in 

the generated classification rules. 

For that reason, in future work, other decision tree techniques such as NB Tree, Simple Cart, REP Tree, BF Tree 

and others will be tested to support  this finding. 
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Conclusion: 

This article has described the data mining techniques such as (SVM) Support Vector Machine, Fuzzy logic, 

(AIS) Artificial Immune System and many others should also be chew over for future work on classification 

techniques using the same data set .As we can see, the C4.5/J4.8 classifier has highest accuracy in the 

experiment. Thus, C4.5/J4.8 classifier algorithm is  considered as a potential classifier for future work. In this 

experiment, the generated classification rules from organization process to ascertain whether he/she has the 

possible for promotion or not. In conclusion, the prediction in HR research has become the major contribution to 

data mining in HRM. 
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