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ABSTRACT 

 

In this project, we will build a model on how bank management team would like To build and train a simple, deep 

neural network model to predict the likelihood off customers buying personal loans based on their features, such as 

their age, experience, income, family education and credit card information as well. And you can simply apply this 

project to predict customer's credit worthiness and also increase the effectiveness off the bank Marketing strategy. In 

the second module We are building a model by Analyzing banks customer data and modeling an classifier to predict 

retention a customer using Artificial Neural Network, third model would be term deposit and in fourth we are 

building a model to analyze costumer satisfaction. This project requires basic python programming and basic 

knowledge of machine learning as well.  we divided the project into a series off manageable cells. The bank 

management team would like to build, train and deploy a simple, deep neuron network model that will be able to 

predict the likelihood off liability customers. And when we say liability customers, these are depositor customers. 

These are people or customers who deposit money in the bank. And simply the bank would like to identify those 

customers and kind of, like make them by personal loans. So the idea here is to try to essentially make money. We 

want them to issue them loans so the bank would be able to charge them interest and The point is, we wanted to 

target those customers. So, to do that, we want to know their age, their experience, their income level, their location, 

family education level, existing mortgage if they have an existing mortgage with the bank or not. And we also want 

to know if they have a credit card with our bank account or not, because all these factors play a big role in the 

acceptance off customers. To these marketing strategies, which is again asking them to buy our personal loans. So, 

there is a company or a startup named Lindo included a link here the website and it's actually leading startup that 

uses advanced machine learning strategies to analyze over 12,000 features from various customers. And the idea 

here is that we wanted to predict the customer's credit worthiness so it actually go beyond the banking information 

so you can look at social media account use geo location, data, tons of information that can kind of tell you if this 

customer has a high credit worthiness or not. 

Keyword: Bank marketing prediction, neural networks, machine learning, visualization, neuron mathematical 

model, single neuron model math, Ann training process, retention of customer 

 

 
 

1. Introduction: 

In this project, we would like to build and train a simple model to predict the likelihood of a liability customer 

(depositor) buying personal loans based on customer features like age, experience, income, locations, family, 

education, existing mortgage, and credit card etc. 

The idea is-  



Vol-7 Issue-2 2021               IJARIIE-ISSN(O)-2395-4396 
  

14046 www.ijariie.com 1298 

Most bank customers are depositors and the bank would like to start targeting those customers and issue personal 

loans to them. 

The bank would like to retain those depositors and convert them to personal loan customers and therefore growing 

annual revenue. 

The bank management team would like to analyze this campaign results and develop a model to target customers 

who have high probability of obtaining personal loans. 

Features: 

ID: customer ID 

Age: customer’s age in years 

Experience: Number of years of professional experience  

Income: Annual income of customer  

ZIP code: Home address ZIP code 

Family: Family size of the customer  

CC Avg: Average spending on credit cards per month 

Education: Education level (1: Undergrad; 2: Graduation; 3: Advance/Professional) 

Mortgage: Value of house mortgage  

Personal loan: Did this customer accept the personal loan offered in the last campaign or not? 

Securities Account: Does the customer have a certificate of deposit (CD) account with the bank? 

Online: Does the customer use internet banking facilities? 

Credit Card: Does the customer uses a credit card issued by universal Bank? 

1. Understand the problem statement and business case  

2. Import libraries/datasets and perform preliminary data processing 

3. Perform Exploratory data analysis  

4. Perform data visualization  

5. Prepare the data for deep learning model training (Normalization) 

6. Understand the theory and intuition behind Deep Neural Networks  

7. Build Deep Neural Networks  

8. Compile and train deep learning model  

9. Assess/evaluate trained model performance 
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1.1 Methodology 

Using artificial neural networks, artificial intelligence and machine learning  banking industry is being transforming 

in many aspects, such as automatic fraud detection, bank customers, segmentation and robotic process automation. 

In first module, we will import our data sets and our libraries. in module number one we have the problem statement 

and business case, Which is simply building a deep neural network that try to  Absorb or consume all the customer 

features and try to predict whether the customer will accept the personal loan, offer or not. So the idea here is we're 

going to install Jupiter themes, like J T plot and the idea here is when we plot any figure We just when you run these 

two cells, when you set, they seem to be monarch. The idea here is that we just wanted to show the X label and why 

label in white so it can actually appear on this black background. Because it will be very difficult to see any data 

when we plot the figures, because it will be simply be black on black. So regarding the libraries and helper functions 

that we plan to leverage, we're going to import pandas. SPD and pandas is primarily used for data frame 

manipulation. We're going to import Matt plot lib, and that will be used for data visualization which is going to 

import NumPy for numerical analysis and raise essentially manipulations. 

In second module, we need to perform exploratory data analysis. In module number one, we have been able to 

import our libraries and data set here. So we imported all our key libraries. We also imported our data. And we also 

went through a quick, many challenge to visualize the first couple of rows and the last couple of rows in our data 

frame. We used info method and the describe method to give information about data frame and also give  summary 

of the statistical content in our data. Here we get summery of all columns. So here we have all the Id. All the age 

experience and so on and Also, we able to see all the different non null elements. So here it shows that I have 5000 

non-null elements, and when we train any AI or ML model, we have to make sure that we do not have any null or 

missing elements in our data frame. In this data set we don’t have any missing element. So here it says in 64 or 

integer 64 here for the CC average for the credit card average balance. It's actually float 64 the rest as well are in 64 

which indicates that they are 64 bits of data. We can also see the memory usage for our data frame, which is 547 

kilobytes, we can also tell me the average off each individual column or each individual features that we have in our 

data. We are also able to see the minimum age which is 23 the maximum age which is 67 years old. And also,the 25 

percentile, 50 percentile and 75 percentile as well. And we are also able to do that entire data frame or for all for all 

features. we used the method  called the transpose. It's kind of another way of visualizing the exact same 

information, but maybe in a more friendly way. Next check how many  elements do we have in data frame. We 

actually made that check. And if we apply is null simply the result will be null, It's kind of you're asking a question 

if there another element in my data frame or not.  Also we wanted to know what is the percentage of customers who 

have credit cards? we also wanted to know what is the percentage of customers who accepted the personal loan as 

well. would say, pass that meaning challenge. 

In third module , we will perform data visualization. In module number two, we have been able to perform 

exploratory data analysis. We visualize the data frame, and we also have been able to see the percentage of 

customers who have credit cards with the bank and also the percentage of customers who accepted the personal loan, 

which was around 9%.  In this module, we are going to specify my fig size to be equals two. And here I'm going to 

say maybe 10/7. And what I could do next is I can use seaboard count plot to plot out the number of people that 

accepted the personal loan and who denied the person alone.  So here our column is my personal space loan column. 

Model 4, In this model, we will prepare the data before training our deep learning model. In model number 3, it was 

quite intense and we went through a lot of data visualization. So we this plot or distribution plot. We did the count 

plot pair plot, and we also plotted out the correlation matrix. Now, we prepared data before trained the model. 

Simply, we just wanted to take the entire data frame and divided into inputs and outputs. Except for the personal 

loan column, which indicates whether the customer accepted the loan or not. And that essentially, will be my target 

variable. So all the inputs we are going to call them X upper case and all the outputs, which is only one column or 

only one output. So again, all of them are inputs except for the personal loan, and that will be our output. So, what 

we did is, say X equals two. Bank underscored the F and going to say dot drop and specified which column that we 

wanted to drop. And I put that between quotation marks, we obtained all the features except target variable. Next 

one is the output. So, which is going to be the output or the target variable will be bank underscored the F and going 

to only get my personal loan column essentially, So, here, simply we have just bunch of ones and zeros indicating 

whether the customer accepted the personal loan or not. Next, what we wanted to do is I wanted to convert the one 

single column here in the output into essentially two outputs. We called them basically 10 or zero and one 
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indicating. The two classes that we have that will come really handy when we start to train our neural network. So 

now we saved from TensorFlow Kerry's utilities going to import too categorical. And then categorical off why? And 

that will give the new y. I have 10 or 01 indicating with either talking to class, the first class or the second class. 

Next, we installed psychic learn and psychic learn is a super powerful library that could be used for machine 

learning in general. And we're going to use psychic learn to print out various KP eyes or key performance indicators. 

In 5th module, we will build a simple, multi layer artificial neural network model to essentially perform our 

classifications task. So we are going to build the model. We're going to train it, and then we are going to test our 

model as well. And that will be in the next couple of module eight and module nine. How do we built artificial 

neural networks and how do we train them as well, using the ingredient descent algorithm. So here we built our 

network using caress API. So simply caress is an API that sits on top of TensorFlow to Plano, so it will make our 

life extremely easy, and you will find that we will build a super powerful artificial neural network using just maybe, 

like, eight lines of code, like really simple and very, very easy to build. As we imported caress beforehand in the 

first module. And then here we can say we  built our model in a sequential fashion. So essentially, we built our 

model layer by layer. So in first layer, which is the input layer, followed by the next hidden layer by the next hidden 

layer until we reach the output. So here we had our artificial neural network model object and then think of it as kind 

of your building a network kind of in the same fashion like a Lego Mindstorms. So we will use rectify linear unit 

and pretty much every hidden layer. However, in the output used or chose a different activation function. So simply 

pop out is a technique known as a regularization technique. It's simply a way to try to ensure that the artificial neural 

network is not over fitting the training data. So what we do is that randomly would drop couple off neurons when we 

train the network, and we found that this technique actually generates amazing results. It just improve the 

generalization ability of the network and it make it extremely robust. The output layer has two neurons. as, we did 

too categorical to the why which is the output, so essentially going to have two neurons, the first neuron If it's the 

first neuron fires, that means the client has accepted the personal loan. If the second neuron fired, that means the 

client has declined the personal loan. The idea here is that because we want the output to be saturated and that's why 

we're using a soft max activation function in the output. And finally, we can say artificial neural network model dot 

summary. And that was simply going to show the summary for the entire network. 

In sixth module we are going to compile and train our deep neural network model. In task number seven, we have 

been able to build our model. 

Now we have 750,000 train every parameters, and what we did here is need to compile the model. So simply, we 

need to specify what type of optimizers that we used. What are the metrics that we used to optimize the network 

And pass it along. our training data, which is ex train and white train and also specify how many epochs do we need 

to train the model for?  So that will compile the model, need to specify what is my loss. And my loss here will be 

categorical across entropy. So categorical cross entropy, next we specified what is the type of the optimizers. And if 

we specify the optimizer here, we are going to call it Adam Optimizer. And there are so many optimizers. But 

actually, Adam Optimizer works really well. So what we did next here is that the model is being trained as we're 

running the model. we just want to make sure that the model is not over fitting the training data, which means that 

the model learns all, the ins and outs all the details off the training data. However, it might fail to generalize. so if we 

take the exact same model and deployed, for example in the field on a new data set, you will find that the model will 

perform very, very poorly, even though during training the model was great. However, when we use it in testing, the 

model performed very poorly and we actually hate these models as you know, like engineers or machine learning. 

Engineers will try to ensure that our model is able to generalize and not memorize, and that's a very important point. 

So the validation split here will be set to point to,and I can actually go ahead and specify the verbose B equals to 

one. And that's essentially the amount the number of content here, like, what is what is going to be printed out here. 

The loss started at a 9.96 That's that the accuracy is around 93 on, then jumped to 96 which is great on the 97. Think 

of the loss of the error on the training data, and we also  wanted  show the validation loss, which is for the validation 

data set. 

 

In 7th module, we will assess the performance off the train model. In module eight, we have been able to train our 

model and we went through 28 books. So now we have the train model, which means now we applied the optimizer, 

and was able to obtain the optimized values for the weights on basis of network. And now can take the artificial 

neural network model and apply the predict method on my model. Pass it along. The testing data, which is a very 

important point here that we wanted to indicate, is that the testing data has never been seen by the model during 
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training. And that's a crucial part because, as mentioned, we want to make sure that the model is able to generalize 

and not memorize. We want to make sure that the model will still perform really well. Even though the model has 

never seen this data ever before, which is the testing data. So here just going to apply the predict method on model, 

pass it along the testing data and regenerate predictions. And next here, we are going to obtain what we call it the 

maximum index off the maximum value. So , the output might be one or zero right, or zero or one indicating 

whether the customer accepted the personal loan or not. So when we actually run this cell here, shift enter. Here we 

go and can simply apply the evaluate message here, pass it along the testing data, pass it along the Y testing data to 

generate the results. So keep your shift enter. that will tell you simply that we have 97% accuracy on the testing 

data, which is pretty great. And what we wanted to do next is I wanted to generate the predictions that is coming out 

from my model. Right. And these are the original. These are the actual values that we got in here, we wanted to 

compare it with the original values, which is the actual y values, which is why testing data that I had in my testing 

data originally. So here, just going to obtain the original values. And we can simply compare the original values 

versus my model predictions. So what we could do here is the following. 

Matrix equals two metrics, And pass it along original and pass it along the predicts And next,  say ss dot heat map 

and pass it along here. My confusion matrix, confusion matrix again tap should or a complete and specify the 

annotations to be equal to true as well and actually make sure that the tea here is upper case. So that would be the 

true. And we could go ahead if you press shift Enter. Here we got, this is simply kind of, a visual representation of 

classifier performance. So basically, here we have the model predictions and ground truth, and we are simply 

comparing what the model is predicting versus what's actually happening in reality. So, these are the total number of 

samples that have been correctly classified. These are the total number of samples that the model has correctly 

classified, which is what we call it the true positives and the true negatives. And these samples which is seven plus 

27. These are the samples that the model has messed up. Basically, the model said that the customer accepted the 

personal loan. However, in reality, the customer denied the person alone. And this is essentially the number of 

samples that have been misclassified. So if we go ahead and print out the classifications report, we can say from S K 

learn .metrics going to import by classification on the score reports. And we can go ahead and say Prince and can 

print out classifications, reports education on the score report and pass along my Y original and my predict here. so 

if you press shift enters, it takes some time for it to print. But overall, will be able to come up with kind of a 

summary of all the information of classifier so should be able to see the accuracy. I should be able to see the 

performance of the model, and here we go. So as we can see next, the overall accuracy of the model is around 96% 

which is pretty great, and will also find that the precision is around 98 95 for both classes. The recall is that at 1.99 

point 83 which is pretty great and F one score, which is the harmonic mean between the precision and recall, that's 

the F one score. And again, the performance of the model is actually pretty great and our 99 88% and that's it. That's 

all we have for this project. 

 

 

2  Retention of costumer 

Analyzing banks customer data and modeling an classifier to predict retention a customer using Artificial Neural 

Network. 

Importing the packages 

Importing the dataset 

Exploratory Data Analysis 

Modeling the Excited Classifier 

 

3. CONCLUSIONS  
So in this project, we started with an understanding of the problem statement and business case. We have been able 

to build a classifier model based on artificial neural network that will be able to take in customer features such as 

their age, their experience, their income level and essentially whether the customer will accept the person alone or 

not. And then, we have been able to import our libraries and data sets. And then, we performed exploratory data 

analysis.  we have been also able to perform data visualization. We have been able to prepare the data before model 

training. We also understood the theory and intuition behind artificial neural networks. And how do we train them 
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using the ingredient descent algorithm and then, we have been able to build our model to compile and train our 

model. And then, we have been able to assess the performance of the train model. In second part of the project we 

built a model by Analyzing banks customer data and modeling an classifier to predict retention a customer using 

Artificial Neural Network, third part is  term deposit and in fourth we are built a model to analyze costumer 

satisfaction. 
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