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Abstract 
Data mining is the process of extracting hidden information from massive dataset, categorizing valid and unique patterns in data . 

There are many data mining techniques like clustering, classification, association analysis, regression etc. The objective of our 

project is to project Chronic Kidney Disease(CKD) using classification techniques like Naive Bayes and Artificial Neural 

Network(ANN). The experimental results implemented showed that Naive Bayes produce more accurate results than Artificial Neural 
Network.Naive Bayes is a probabilistic classifier based on Bayes theorem. It assumes variables are independent of each other. The 

algorithm is easy to build and works well with huge data sets. It has been used because it makes use of small training data to estimate 

the parameters important for classification. Naive Bayes classifies the patients to one of the two classes: CKD or NOT CKD. The 

Artificial Neural Network (ANN) is a computational model inspired by structure and function of biological neural network. It is an 

interconnection of artificial neurons that processes information using connected links. It has been used as it works well with noisy 

data and processes both numeric and categorical data.The current system uses GFR technique for stage prediction, which considers 

only three constraints for the prediction of the stage , hence  less accurate. Stage prediction is one of  the challenging tasks in today's 

medical field and it is the area of concern. Proposed system uses C4.5 technique for the stage prediction, which considers all the 24 

constraints unlike GFR technique.     

 

Index Terms- Data mining , Naive bayes technique, Artificial Neural Network and  C4.5 technique 

 

1.INTRODUCTION 

Data Mining is one of the most encouraging areas of research with the purpose of finding useful information from voluminous data 

sets. It has been used in many domains like image mining, opinion mining, web mining, text mining, graph mining etc. Its applications 

include anomaly detection, financial data analysis, medical data analysis, social network analysis, market analysis etc. It has become 

popular in health organization as there is a requirement of analytical methodology for predicting and finding unknown patterns and 

information in health data. It plays a vital role for discovering new trends in healthcare industry. Data Mining is particularly useful in 

medical field when no availability of evidence favoring a particular treatment option is found. Large amount of complex data is being 

generated by healthcare industry about patients, diseases, hospitals, medical equipments, claims, treatment cost etc. that requires 

processing and analysis for knowledge extraction. 

 Data mining comes up with a set of tools and techniques which when applied to this processed data, provides knowledge to 

healthcare professionals for making appropriate decisions and enhancing the performance of patient management tasks. Patients with 

similar health issues can be grouped together and effective treatment plans could be suggested based on patient’s history, physical 

examination, diagnosis and previous treatment patterns. Chronic kidney disease (CKD) has become a global health issue and is an area 
of concern. It is a condition where kidneys become damaged and cannot filter toxic wastes in the body. Our work predominantly 

focuses on detecting life threatening diseases like Chronic Kidney Disease (CKD) using Classification algorithms like Naive Bayes 

and Artificial Neural Network(ANN) 

Naive bayes retrieves the data values from the servers, then it calculates the probability of data values for both CKD and  NOT CKD. 

The two probabilities are then compared, if CKD value is larger than NOT CKD then the patient is classified into CKD class. C4.5 

gets the input from naive bayes , then for the particular constraint maximum occurrence is found out, the stage corresponding to it is 

the predicted stage. 
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2. LITERATURE SURVEY 

Nowadays, health care industries are providing several benefits like fraud detection in health insurance, availability of medical 
facilities to patients at inexpensive prices, identification of smarter treatment methodologies, construction of effective healthcare 

policies, effective hospital resource management, better customer relation, improved patient care and hospital infection control. 

Disease detection is also one of the significant areas of research in medical.  

Data mining approaches have become essential for healthcare industry in making decisions based on the analysis of the massive 

clinical data. Data mining is the process of extracting hidden information from massive dataset. Techniques like classification, 

clustering, regression and association have been used by in medical field to detect and predict disease progression and to make 

decision regarding patient’s treatment. Classification is a supervised learning approach that assign objects in a collection to target 

classes. It is the process which classifies the objects or data into groups, the members of which have one or more characteristic in 

common. The techniques of classification are SVM, decision tree, Naive Bayes, ANN etc. Clustering involves grouping of objects of 

similar kinds together in a group or cluster. Some of its techniques include K-means, Kmedoids, agglomerative, divisive, DBSCAN 

etc. Association states the probability of occurrence of items in a set. 

 Naive Bayes is a probabilistic classifier based on Bayes theorem. It assumes variables are independent of each other. The 

algorithm is easy to build and works well with huge data sets. It has been used because it makes use of small training data to estimate 

the parameters important for classification. This research work mainly focuses on chronic kidney disease stage prediction using C4.5 

technique. 

 

 

3. METHODOLOGY 

  

                                                                   FIG -1 Architecture diagram of the actors 



        Vol-4 Issue-2 2018                                                                      IJARIIE-ISSN(O)-2395-4396 
       

              8087                           www.ijariie.com 3080 

Actors: 

Admin - Administrator is a one who maintains the entire application. Administrator is a owner of the application. Admin can login 

module, add doctors and receptionists, set Id and password of staffs, add diseases types – dataset (chronic kidney disease), add 

diseases – dataset (subtypes), add constraints [types and values] – [dataset] 

Doctor - Doctor is a one who specifies the necessary inputs for chronic kidney disease prediction. Doctor is a service receiver. The key 

service given by the system is “chronic kidney disease prediction” based on the medical data. Doctor can login module, upload patient 
data [clinical Data] old and new patient, chronic kidney disease prediction module [new patient – Navie Bayes Algorithm], upload 

treatment details, view patients history 

Receptionist - Receptionist is one who maintains the patients registration, billing and treatment details. Receptionist can login module, 

patient registration (set Id and pwd for patients], manage patients history 

Patient - Patient is a one who receives the services from the application. Patient can login module, patient history, treatment module 

3.1 NAVIE BAYES ALGORITHM 

Classification is a process of finding a model (or function) that describes and distinguishes data classes or concepts. The model is 

derived based on the analysis of a set of training data (i.e., data objects for which the class labels are known). The model is used to 

predict the class label of objects for which the class label is unknown.  

 Scan the dataset (storage servers) retrieval of required data for mining from the servers such as database, cloud, excel sheet etc.  

Calculate the probability of each attribute value. [n, n_c, m, p] Here for each attribute we calculate the probability of occurrence using 
the following formula. (mentioned in the next step). For each class(disease) we should apply the formulae.  Apply the formulae 

P(attributevalue(ai)/subjectvaluevj)=(n_c + mp)/(n+m)  Where: 

n = the number of training examples for which v = vj  

nc = number of examples for which v = vj and a = ai 

p = a priori estimate for P(aijvj)   

m = the equivalent sample size 

 Multiply the probabilities by p for each class, here we multiple the results of each attribute with p and final results are used for 

classification.  Compare the values and classify the attribute values to one of the predefined set of class. Attributes(Constraints) – 

S1,S2,S3 [m=3] Subject (Disease) – CKD,NOT CKD [p=1/2=0.5] 

Training Dataset 

Patient Name S1(X,Y,Z) S2 (A,B,C) S3 (P,Q,R) Disease (subject) 

Anil  X A P 

CKD 

Ajay X B Q 

CKD 

Arun Y B P 

NOT CKD 

Kumar Z A R 

CKD 

Naveen Z C R 

NOT CKD 

New Patient  data – Akash Constraints (S1 -X,S2-A,S3-R)   Disease – CKD /  NOT CKD 

  P=[n_c + (m*p)]/(n+m) 
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CKD NOT CKD 

X 

      P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=2,m=3,p=0.5 

      p=[2+(3*0.5)]/(2+3) 

      p=0.7 

X 

      P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=0,m=3,p=0.5 

      p=[0+(3*0.5)]/(2+3) 

      p=0.3 

A 

      P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=2,m=3,p=0.5 

      p=[2+(3*0.5)]/(2+3) 

      p=0.7 

A 

    P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=2,m=3,p=0.5 

      p=[2+(3*0.5)]/(2+3) 

      p=0.3 

R 

      P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=1,m=3,p=0.5 

      p=[1+(3*0.5)]/(2+3) 

      p=0.5 

R 

      P=[n_c + (m*p)]/(n+m) 

      n=2, n_c=1,m=3,p=0.5 

      p=[1+(3*0.5)]/(2+3) 

      p=0.5 

CKD  – 0.7 * 0.7 * 0.5 * 0.5 (p)                               NOT CKD – 0.3 * 0.3 * 0.5 * 0.5 (p) 

          =0.1225                                                                              =0.0225 

  Since CKD > NOT CKD the new patient is classified to CKD 
 

3.2 C4.5 ALGORITHM 

 Scan the dataset (storage servers), for each attribute a, calculate the gain [number of occurrences]   Let a_best be the attribute of 

highest gain [highest count] Create a decision node based on a_best – retrieval of nodes[patient] where the attribute values matches 

with a_best.  recur on  the sub-lists [list of patient] and calculate the count of outcomes[Stages] – termed as subnodes. Based on the 

highest count we classify the new node.  Attributes(Features) – F1,F2,F3 [m=3] Subject (stages) – S1,S2 [p=1/2=0.5] 

 

Training Dataset 

 

Name F1(X,Y,Z) F2(A,B,C) F3(P,Q,R) Stage (subject) 

Anil X A P S1 

Kumar X B Q S1 

Ajay Y B P S2 
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Naveen Z A R S1 

Akash Z A Q S2 

New Patient Features – Akul  F1-X,F2-A,F3-R   Which Stage - ? 

Feature Count (X) in the dataset = 2, Feature Count (A) in the dataset = 3, Feature Count (R) in the dataset = 1 

Sort(); Reverse(); 

Feature Count 

A 3 

X 2 

R 1 

A – S1 (2) & S2(1); This algorithm is based on single attribute values. 

Output 

Stage Priority 

S1 2 

S2 1 

 

 

4. CONCLUSION 
 

In this article, we study that using data mining prediction of the CKD can be determined within seconds instead of waiting for a long 

time for the reports.The modules are defined in such a way that all the treatment report of the particular patient can be written in the 

system. Since its an web based application, it can accessed anywhere using user id and password. Not only the prediction of the CKD 

buut also the stage of the CKD in positive patient is classified using C4.5 algorithm. Hence we conclude that within no time the report 

is ready with the stage prediction for the usefulness regarding to medical field. 
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