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ABSTRACT 

 
Support Vector Machines (SVM) as well as k- Nearest Neighbour Algorithm (KNN) is very powerful tools which can 

be utilized for skin disease recognition. They are being used in a large array of different areas including medicine. 

This thesis exemplifies the applicability of computer science in medicine especially in skin disease detection. 

Leucoderma or commonly known as Vitiligo is a very common disease among all other skin diseases.  In the 

research work I am comparing SVM classifier and KNN, two the most effective techniques for data classification 

(especially for medical diagnoses), implemented using matlab tool and classify the patients affected by Leucoderma.  

Experimental results show that the proposed methodology efficiently discriminates between a leucoderma skin and a 

normal skin. 
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1. INTRODUCTION  

Skin diseases are now very common all over the world. Different kinds of allergies are also becoming more 

common. Many of these diseases are very dangerous, particularly when not treated at an early stage. 

Dermatologists have at their disposal large catalogues with pictures of skin segments, which they use as a 

reference for diagnosis of their patients cases’ skin ailments. However it may be difficult even for 

experienced doctors, to make correct diagnosis because many symptoms look very similar to each other, 

even though they are caused by different diseases. All details such as colour, size or density of the skin 

changes are important. Modern medicine is looking for solutions, which could help doctors with any aspect 

of their work using the new technology. Such tools already exist, to our knowledge they concentrate on 

analysis of the colour of skin changes and UV photography. The goal of this project is to make a system to 

recognize skin disease Leucoderma or commonly known as Vitiligo using Support Vector Machines 

(SVM) and k-Nearest Neighbour Algorithm. After testing both methods results will be compared. System 

should learn from the set of skin segments images taken by digital camera. After that it should return the 

probability of existence of any recognized disease, based on the same type of image made by user. Images 

should have the same size and should be taken from the same distance. Some practical study may display 

need of using other information (not only pictures) to train the network, for example part of the body where 

the symptoms were found or if the patient feels pain or tickle 
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2. RELATED WORK  
A lot of work has been done in the field of leather in recent year’s disease detection using computer applications. 

Most the implementation part was done using Support Vector Machine. We studied these researches, some of which 

we want to discuss in this document. 

 

2.1 Automatic Detection of Ringworm: 

Srimanta Kundu, Nibaran Das and Mita Nasipuri, used Svm for the automatic detection of ringworm in their paper 

using For the Support Vector Machine classifier; an open source software LibSVM tool is used. In general, a 

classification task usually involves with training and testing data which consist of some data instances. Each 

instance in the training set contains one “target value” (class labels) and several “attributes” (features). The goal of 

SVM is to produce a model which predicts target value of data instances in the testing set which are given only the 

attributes. Before considering the data directly from the linearly scaling each attribute to the range [-1, +1] or [0, 1].  

Given a training set of instance-label pairs (xi, yi);  

                                                i =1… N; 

 Where xi Є Rn and y Є{1, -1}, the support vector machines (SVM) require the solution of the following 

optimization problem:  

                                        min (w, w0, €) ½ wTw +C  

                                        Subject to yi (wTxi+b) ≥1- €i ,  €i≥0  

It's not difficult to generalize this linear program to the nonlinear case replacing xi with a nonlinear function M(xi):  

                                          min (w, w0, €) ½ wTw +C  

                                          Subject to yi (wT M (xi) +b) ≥1- €i, €i≥0 

 

 

Fig 1: sample of Ringworm images 

 

 

                                          

                                                  Fig 2: sample of normal skins 

According to their research they achieved 90% success rate in the automatic detection of ringworm using support 

vector machine. 

2.2 Skin Cancer  

Skin diseases are now very common all over the world. For example the number of people with skin cancer has 

doubled in the past 15 years. “Currently, between 2 and 3 million non-melanoma skin cancers and 132,000 

melanoma skin cancers occurs globally each year.Svm also applied to some medical tools. One of them, proposed in 

[33], identifies patients with breast cancer for whom chemotherapy could prolong survival time. In the experiment 

SVM was used for classifying patients into one of three possible prognostic groups: Good, Poor or Intermediate. 

After classification of 253 patients, 82.7% test set correctness was achieved. Another application of SVM in 
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medicine is described in [18]. A system for cancer diagnosis used the DNA micro-array data as a classification data 

set. Diagnosis error obtained by above mentioned system was smaller than in systems which uses other known 

methods. Reduction of the error achieved 36%. SVM is relatively new method of classification and it expands very 

quickly. That will certainly cause wider use of SVM in different areas, also in medicine. 

 

2.3 Skin Mole localization using DoG filters and a support vector Machine  

Mole pattern changes are important cues in detecting early signs of melanoma, a deadly skin cancer [4]. Early 

detection is especially important for melanoma because, while advanced cases are not curable, the disease can be 

cured if detected early [16]. However, a principled system to register mole pattern changes is currently lacking. In 

fact, a major burden on the dermatological workforce is in manual surveillance of pigmented lesions, which is both 

time consuming and prone to human error. The block diagram representation of the mole localization stage is shown 

in Figure 8. In this section, DoG scale-space filters and the designed support vector machine (SVM) classifier will 

be introduced. Since the size of moles can vary, moles should be searched in a multi-scale fashion. The DoG filter is 

applied to RGB color channels separately, and the set union of the output maxima over scale in each channel are 

considered possible mole candidates. When combining the DoG maxima, any mole candidates’ occurring within a 

radius of another mole candidate is eliminated. Once mole candidates are localized, regions around mole candidates 

are cropped from the hair-removed image. The width of mole candidate patches is 2 £ p 2 times the radius of each 

DoG maximum. Cropped mole candidates are classified as moles using a support vector machine (SVM) classifier. 

An SVM is a powerful tool to both generalize and classify objects: LIBSVM [1] was used to build the SVM 

classifier 

 

3. PRESENT WORK  

A large database of leucoderma affected images has been used to test the classifiers. The performance of the 

classifiers varies with original color of the skin. for example it is a little difficult to indentify vitiligo for an extremer 

fairer skin at an early stage on the other hand it is easily classifiable for an orinonal darker skin .I have used a dataset 

of approx 133 images out of 28 images have been actually used for training the classifiers. Some of them are: 

 

 

Fig 3: dataset 

Some samples of normal skin images are also given that is used for training the classifiers 
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Fig 4: Normal skin images 

 

   3.1 Algorithm:  

 Prepare a training set of normal skin images 

 Take input the original disease image.  

 Convert it into binary image by taking care of the noise present in the image.  

 Skeletonize the image.  

 Extract the feature from the image  

 Generate the SVM Classifiers and k-NN classifier the given image 

 Compare the disease image against the training set  

 Generate the result of the comparison 

 

 

 

 

 

                                      

 

 

 

 

 

 

Fig 5: Block diagram of pre-processing of image 

 

4. RESULT 

We run both of the classifiers on different categories of data and compare their performances in terms of accuracy. 

For both of the classifiers, we can find Support Vector Machine classification accuracy rate is always the highest 

while k-Nearest Neighbour classification accuracy rate is always the lowest. One thing we want to mention here is 

the KNN learning curve does not seem that happy and the accuracy rate has not changed greatly .Some samples that 

I have used are given there. Training Set                                 

Training Set Testing Set 

Pre-processing and feature extraction 

Using SVM Using k-NN 

Result Result 
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Fig 6: Training set abnormal images 

 

Fig 7: Training set normal images 

 

 

 

Fig 8: Performance rate of all feature types. a) KNN       b) SVM 

 

This implies the Support Vector Machine classification for leucoderma is more distinguishable than the other one.  

In the aspect of classifier performance on the same dataset, for our database, the k-NN algorithm performance is not 

as good as the SVM which guarantee us of  meeting our first success metric Analysis: as the training set grows, the 

prediction quality increases, they are all happy graphs             
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4. CONCLUSIONS  

 As best of our knowledge there is no prior effort for Leucoderma detection and Analysis has been done. Hence, it is 

not possible to compare the results with others. On the other hand, SVM and k-NN is a novel techniques of data 

mining used for classification problems. I have compared the results of both the classification algorithms for the 

detection of leucoderma and found SVM is more accurate than k-NN that can easily be viewed by the graph. There 

are some images where it is quite difficult to recognize properly the existence of leucoderma for examples when the 

normal skin color is already fair. Therefore the average success rate we have obtained here is quite satisfactory. 
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