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ABSTRACT 
Clustering is the process of discovering a set of categories to which objects should be assigned. A cluster is 

comprised of a number of similar objects collected or grouped together. The current requirements to cluster real 

world data sets are scalability, ability to handle any kind of data like categorical and numerical. Traditional 

algorithm can cluster categorical or numerical data but not the both. Various clustering algorithms have been 

developed to group data into clusters. However, these clustering a lgorithms work effectively either on pure numeric 

data or on pure categorical data, most of them perform poorly on mixed categorical and numerical data types in 

previous k-means algorithm was used but it is not accurate for large datasets. This study includes the discussion 

about the different clustering algorithm, its advantages and limitations. An efficient method is proposed for 

clustering both numerical and categorical data. 
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1. INTRODUCTION 

The process of grouping a set of physical or abstract objects into classes of similar objects is called clustering. A 

cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the 

objects in other clusters. 

We are living in a world full of data. Every day, people encounter a large amount of information and store or 

represent it as data, for further analysis and management. One of the vital means in dealing with these data is to 
classify or group them into a set of categories or clusters.  

Basically, classification systems are either supervised or unsupervised, depending on whether they assign new inpu ts 

to one of a finite number of discrete supervised classes or unsupervised categories, respectively. 

In supervised classification, the mapping from a set of input data to a finite set of discrete class labels is modeled in 
terms of some mathematical function, where is a vector of adjustable parameters.  

In unsupervised classification, called clustering or exploratory data analysis, no labeled data are available. The goal 

of clustering is to separate a finite unlabeled data set into a finite and discrete set of “natural,” hidden data structures, 

rather than provide an accurate characterization of unobserved samples generated from the same probability 
distribution. 

In cluster analysis a group of objects is split up into a number of more or less homogeneous su bgroups on the basis 

of an often subjectively chosen measure of similarity (i.e., chosen subjectively based on its ability to create 

“interesting” clusters), such that the similarity between objects within a subgroup is larger than the similarity 
between objects belonging to different subgroups. 
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 Conventional clustering techniques have been focused on a single type of attributes, either numerical or categorical 

attributes of datasets.  

 
 As mixed attribute type datasets are common in real life, clustering techniques for mixed attribute type datasets is 

required in various informatics fields such as bio informatics, medical informatics, geo informatics, information 

retrieval, to name a few.  

 However, conventional approaches are designed mainly for a single type attributes they are not appropriate for 

mixed attribute type datasets. Recently, some approaches to clustering for mixed attribute have been introduced by 

converting categorical attribute values to numerical ones and applying traditional clustering algorithms with only 
numerical values [1]. 

Recently, clustering techniques for mixed-type attribute datasets have been developed in an effort to use traditional 

algorithms without transformation. What these techniques have in common is their division of mixe d type attributes 

into categorical attributes and numerical attributes, as well as their uses of data analysis techniques.   

For example, k-prototype clustering, which is an extension of k-means clustering, is one of the clustering algorithms 

for mixed-attribute datasets without transformation. However, the clustering performance of k-prototype clustering 

depends on the selection of optimal cluster number k as an initial prototype for clustering, as the cluster number is 

selected randomly or user-defined. Therefore, it has been a challenge in clustering to determine the optimal cluster 
number. 

The proposed clustering framework consists of three main steps (see Fig. 1). In Step 1, we use an entropy based 

similarity measure with only categorical attributes and extract candidate cluster numbers by evaluating the 

difference of values with entropy based similarity measure. We analyze the difference of total entropy among 

clusters in an exhaustive manner by reducing the number of clusters until all of clusters merg e into one cluster and 
extract candidate cluster numbers by using the difference in entropy values. 

 

Fig-1 Overview of the Proposed Clustering Framework 

Second, we apply the extracted candidate cluster numbers K from Step 1 to cluster the dataset using only numerical 

attributes (Step 2). Now, we have two clustering results, one by using only categorical attributes and the other by 

using numerical ones. Note that the number of clusters is decided solely by categorical attributes.  

In Step 3, a weighting scheme is applied using the degree of balance in number of objects in the clusters. After the 

pre-clustering, we can compare how two clustering results are balanced. The main point of the weighting scheme is 

to put more weight onto the better-balanced clustering between categorical and numerical one. After determining the 

weights, the final clustering is processed for the mixed attribute type dataset using the extract candidate cluster 
numbers from Step 1 and the weights. 
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2. RELATED WORKS 

 
For categorical attributes, Squeezer algorithm reads each tuple t in sequence over all dataset and determine it using 

the similarity values between t and clusters [2]. ROCK is an adaptive one of an agglomerative hierarchical clustering 

algorithm [3] and CACTUS is a fast summarization based algorithm [4]. 

Amir Ahmad and Lipika Dey [5] proposed a k-mean clustering algorithm for mixed numeric and categorical data. 

Ming-Yi Shih, et al. [6] proposed a two-step method for clustering mixed categorical and numerical data. It first 

constructs similarity or relationships among categorical attributes based on their co -occurrence and then those 

categorical attributes are converted into numeric data. Finally, the hierarchical and partitioning clustering algorithms 

used for clustering the data including converted into numeric data. 

For the similarity measure, entropy concept has been used for categorical data in the literature. As an element of 

information theory, entropy is also a measure of the uncertainty with a random variable. The total entropy value is 

created using a classical entropy theory, Shannon Entropy [7]. Entropy based clustering is a method that finds 

similar objects in clusters based on their total entropy values and determines the number of clusters and id entifies 

the location of the cluster center. The basic idea of entropy based clustering is that the lowest entropy value between 
two objects represents the highest similarity among objects [8]. 

3. PROPOSED FRAMEWORK 

 
Our proposed framework starts with the division of mixed attribute datasets into categorical and numerical attributes 

sub datasets.  
 

First we dividing mixed attribute type datasets into categorical and numerical attributes sub dataset. We measure the 

similarity of categorical attribute sub dataset by utilizing entropy based similarity measure using an agglomerative 

process. Based on the results of the similarity measure, we analyze the changes in total entropy total entropy value 

while building clusters in agglomerative way and extracting candidate cluster numbers, K (i.e., a list of desirable 

cluster numbers), for mixed attribute type dataset clustering. 

 

As a criterion function, similarity measure between objects is one of the primary steps in clustering process. Entropy 

can be used to measure the uncertainty of random variables. 

Similarity measure for numerical attribute Distance functions such as Euclidean distance are used as since they 

represent the inherent distance meaning between numerical attributes but they are not for categorical attribute. 

 

For categorical attribute it is difficult to measure similarity in that its values cannot be directly compared each other 

because they are not ordered nor continuous, whereas numerical attributes are ordered and continuous.  

 

The entropy is simply defined as follows: 

H(X)    =    −Σ p(x) log2 p(x) 
x∈X 

 

Where p(x) is the probability mass function of the random variable x and  X is the set of possible outcomes of x. 

 

We consider that a dataset X=SC+ SN (Where SC is a subset of categorical attributes and SN is a subset of numerical 

attributes) in the presence of R objects. 

 

Then, SC={D1,D2 ,..., Dcn }, where Di is ith categorical attribute. SN={ N1, N2,..., Nnn}, where Ni is ith numerical 

attribute. Ati is a set of distinct values in ith categorical attribute(Di). 
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The definition of total entropy in a given dataset can be redefined as  

 
Where p(v) is the probability of occurrence of value v in ith categorical attribute(Di). 

 

 

The entropy criterion for optimal candidate cluster CK as follows: 

 
 

 

Where H(SC) is the total entropy in the given dataset, is the average entropy of CK. 

 

We can extract candidate cluster numbers for clustering by exploring the difference of each cluster’s average 

entropy while clusters are merged in an agglomerative way. 

 

Assume that each object in a dataset as a singleton cluster. If two highly similar clusters are merged into one, then 

the variance of average entropy will not change much. 

 

 

We notate the difference of average entropy of clusters (Diffent) as follow 

 

Diffent(Ca,Cb)=H(Ca∪Cb)−1/2 [H(Ca)+H(Cb)]≥0 

Diffent(Ca,Cb)=0 Where Ca is identical with Cb 
 
 

 
 

Fig-2 Initializing Diffent 
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Fig-3 Snapshot of Merging Cluster 

 

 
Let DK be the difference of entropy between AH(CK−1) and AH(CK). The algorithm computes the set of entropy 

values, D={ DK } for all 2≤K≤R until the number of cluster being one. By monitoring the value changes in DK, the 

algorithm determines the candidate cluster numbers as follows: 1) find a subset of D, i.e., DS, with all DK which 

satisfies DK−1<DK and DK>DK+1. 2) Select P (P is an input parameter) greatest values of DK values in DS then 

the set of K values becomes the candidate cluster numbers. 

 

In Step 2, to determine appropriate weights we pre-cluster each type attributes based on the candidate cluster 

numbers K. 

 

Using the numbers, the given dataset is clustered with only categorical and numerical attributes respectively.  

 

In general, well-structured clustering shows that the numbers of objects in clusters are balanced. Our approach sets a 

priority on one type of attribute over the other by comparing the balance of clustering of one result with categorical 

attributes to that with numerical ones. We first give more weight for the better balanced attribute type between 

categorical attribute and numerical one to improve the results of the final clustering. 

 

The weight condition of our mixed attribute clustering is defined as follows: 

1. ωt = ωc + ωn 

 

Where ωc is weight for categorical attribute and ωn is weight for numerical attribute 

 

2. ωt = 1 and 0 ≤ ωc ≤ 1, 0 ≤ ωn ≤ 1. 

 
After determining the weight, the final clustering is performed based on the following similarity measure using the 

weights: 

 

SM = ωC SC + ωN SN 

 

Where SM is the similarity of mixed attribute type datasets (i.e., total) and SC, SN is th e similarity of categorical 

and numerical attributes. 
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In Step 3, we cluster mixed attribute type datasets by using the candidates cluster numbers and weighting each type 

of attributes with different values.  

 

With SM values, our algorithm utilizes the agglomerative hierarchical clustering method for the final result. 

 
4. EXPERIMENTAL EVALUATION 

 
Here we use weather dataset. The dataset has 5 attributes total (outlook, temperature, humidity, windy, play), 

3(outlook, windy, play) of them are categorical and others are numerical. The dataset has 14 instances. 

 

Following figure shows how this dataset clustered. It shows that two clusters are created using this approach one of 

them has 5 instances (36%) and other has 9 instances (64%). 

 
 

Fig-4 Output of Proposed algorithm 
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Following figure show how cluster visualize. 

 

 
 

Fig-5 Visualization of Cluster 

 
Fig. 7 shows that the comparison using the average accuracy between our approach and  a conventional one. The 

conventional approach is transforming categorical data to numerical data without background knowledge of the 

categorical data set and using Euclidean distance as a similarity measure. Then, it uses k-means algorithm for 

clustering. The result of our approach is better than the conventional one. 

 

 

 
Fig-6 Comparison between our approach and conventional one 
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5. CONCLUSION 

 
In this paper, we proposed a clustering framework for mixed attribute type dataset. Conventional clustering 

algorithms have focused on a single attribute type such as either numerical or categorical attribute. There exist 

approaches to clustering mixed attribute type datasets by transforming one type into the other. One of challenges in 

such approaches is the loss of information during the conversion due to the difference between two data types. 

 

Our proposed framework uses a pre-clustering process focused on categorical attributes to better understand which 

type of attributes can be more influential in clustering mixed attribute type datasets. It divides dataset into  

categorical attribute and numerical attribute sub datasets. Based on the expected entropy as a similarity measure, it 

evaluates the average entropy between different numbers of clusters and then extracts candidate cluster numbers 

with the results of evaluating the difference. After pre-clustering, the balance of clustering is analyzed and used to 

determine weight values of each attribute type. Finally, clustering process is performed with the extracted candidate 

cluster numbers and weight values. 

 

Our experimental results show that the candidate cluster number extracted from only categorical attributes can be 

used as the candidate cluster number for mixed attribute type dataset in the given dataset and the proposed weighting 

scheme based on the degree of balance of clustering can improve the accuracy of clustering. 

 

As future work, we will research subspace clustering algorithms for large scale dataset with mixed attribute types, 

investigate feature selection techniques to detect correlation between differen t type attributes, and investigate other 

alternative weighting scheme algorithms to improve the proposed framework. 
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