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ABSTRACT 

 
Sign language is a visual means of communication using hand signals, gestures and body language. It's the 

main form of communication for deaf people.  Hearing-impaired people often find it quite challenging to 

communicate with others because most of the people do not know sign language. This requires a translator in 

most cases.  Deep learning-based detection methods can solve this issue.  Deep learning makes use of different 

methodologies that can extract features from images, videos and give the conclusion about the different 

objects. These methods find the meaning of a particular sign from the visual representation of the sign.  This 

paper will discuss the YOLO algorithm used for object detection.  YOLO algorithm uses Convolutional Neural 

Network (CNN) to detect objects in real-time. The algorithm requires only a single forward propagation 

through a neural network to detect objects. This means that the prediction of the entire image is done in a 

single algorithm run.  YOLO v3 uses Darknet53 as the backbone feature extractor. The YOLOv4 architecture 

is composed of CSPDarknet53 as a backbone, spatial pyramid pooling additional module, PANet path -

aggregation neck and YOLOv3 head [1].  YOLOv5 model can be summarized as Focus structure and CSP 

network Backbone, SPP block and PANet Neck and YOLOv3 head using GIoU-loss.  This paper discusses the 

performance comparison of YOLOv3, YOLOv4 and YOLOv5 for sign language detection.  The comparative 

analysis is done by using the same data set of sign languages for all three methodologies.  The recall, 

precision and accuracy of each of the algorithms are discussed in the paper.  
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1. INTRODUCTION 

Sign language is used as the first language by the people with hearing impairment.  The main components of sign 

language are postures and gestures [2].  The hearing impaired people find it challenging to express their ideas with 

others due to the lack of sign language knowledge.  To solve this issue Deep learning models can be used to act as a 

translator.  The deep learning techniques make use of different object detection models to carry out this task. 

Object detection is the prediction of location of an object along with the class of the object.  Here the model needs to 

predict the location using the rectangular or bounding box.  It takes 4 variables to identify the exact location of the 

rectangle.  So, for each object in an image the following variables are to be predicted – class name, bounding box 

top left x –coordinate, bounding box top left y-coordinate, bounding box width, bounding box height.  

The object detector takes the input image and the features of the image are compressed by the convolutional neural 

network backbone.  In object detection multiple bounding boxes are drawn along with the classification of the 
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image.  The object detectors are of two types: one-stage detector and two-stage detector.  The one-stage detector 

does the object localization and the classification at the same time whereas the two-stage detector decouples the task 

for each bounding box.  The YOLO model is a one-stage detector and hence the name You Only Look Once [1].  

 

 

Fig -1: Two-stage and one-stage object detector. 
 

YOLO was proposed by Joseph Redmond in 2015.  The algorithm divided each image into a S x S grids and each 

grid predicts N bounding boxes and confidence.  The confidence value indicates the accuracy of the particular 

bounding box and the presence of object in the box.  In short, S x S x N boxes are predicted.  The boxes with low 

confidence values are rejected [4].   The different variances of YOLO algorithm are YOLOv1, YOLOv2, YOLOv3, 

YOLOv4 and YOLOv5.  This paper will compare the YOLOv3, YOLOv4 and YOLOv5 algorithms for the same 

dataset. 

 

 

2. METHODOLOGY 
 

YOLOv3 uses Darknet Architecture and has 53 layers trained with ImageNet dataset [6].  YOLOv3 uses residual 

connections and upsampling.  The detection is performed at three different scales.  It is more efficient in detecting 

smaller objects however; it has a longer processing time as compared to the previous versions [5]. 

The YOLOv4 architecture is composed of CSPDarknet53 as a backbone, spatial pyramid pooling additional module, 

PANet path-aggregation neck and YOLOv3 head [1]. 

The YOLOv5 model consists of Focus structure and CSP network as the backbone.  The neck is composed of SPP 

block and PANet.  It has a YOLOv3 head using GIoU-loss.  YOLOv5 is written in Python programming language 

however the previous versions are written in C.  This makes the installation and integration on IoT devices easier.  

The different stages involved in the analysis of the 3 versions of YOLO are shown in the figure Fig-2.   
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Fig -2: Stages of analysis 

 
 

First the dataset was preprocessed and augmented.  The dataset was then trained and tested using each version.  

Then the evaluation metrics were compared to know about the accuracy of each of the version of YOLO. 

 

 

3. RESULTS AND DISCUSSIONS  

The training was done using 100 epochs for 2000 images on YOLOv3, YOLOv4 and YOLOv5 respectively.  The 

tensor board module was used to get the metrics for each of the methods for comparison.  Table-1 show the 

precision, recall and mAP_0.5 for each of the algorithm.  

 

Table -1: Precision, Recall and mAP_0.5 of YOLOv3, YOLOv4 and YOLOv5  
 

YOLO Version Precision Recall mAP_0.5 

YOLOv5 0.72 0.81 0.87 

YOLOv4 0.70 0.80 0.85 

YOLOv3 0.52 0.69 0.71 

 

 

 The graphs for precision, recall, mAP_0.5 and mAP_0.5:0.95 for each of the three versions generated using the 

tensor board module. 

  



Vol-7 Issue-4 2021               IJARIIE-ISSN(O)-2395-4396 
   

15253 www.ijariie.com 2396 

 

Fig -4: The graph of YOLOv3 

 

 

 

 

 

 
Fig -4: The graph of YOLOv4 
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Fig -5: The graph of YOLOv5 

 

 

 

4. CONCLUSIONS  

The dataset for sign language was trained with YOLOv3, YOLOv4 and YOLOv5 algorithms.  The accuracy, recall 

and the precision of the result from each of the algorithm were found out.  By comparing the accuracy values and 

the results obtained from the three versions the best suitable version is YOLOv5.  But the time taken for YOLOv3 is 

lower as compared to the time taken for YOLOv4 and YOLOv5.   
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