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Abstract. It is common to find recommendation systems these days since the Internet has so much 

digital information uploaded every day. This overload of digital information makes it hard to find the 

specific information needed quickly. Recommendation systems are used to offer users a list of 

suggestions that may be required for user based on the data they provide. The fundamental purpose of 

these recommendation systems is to predict what the user might be interested in. Recommendation 

systems can be used in various fields, such as entertainment, shopping, business, etc. With the increased 

number of research articles, it is important for the researchers to have a recommendation system that 

makes searching for relevant articles simpler for the researcher. In this paper, we describe a 

recommendation system that uses proposed CBRAlgorithm to suggest the top ten papers based on the 

concept that the user inserts. As a matter of description, this article utilizes the concept of TFIDF to 

implement vectorization, and it uses a cosine similarity measure to find the relevant papers along with 

proposed CBRAlgorithm.  
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Introduction 

A research article recommendation system is used to recommend articles those were relevant to the search query 

of the user. These recommendation systems usually reduce the time taken by the user to search for his/her topic 

of interest. The recommendation system can be classified into content-based systems, collaborative systems, 

graph-based systems, and hybrid systems. The recommendation can be done by considering article features like 

keyword/title search, Co-author search, and co-citation search. In the case of the keyword search primarily the 

abstract and keyword of all articles in the database are taken and similarity between those articles with the 

search query is calculated and the articles with high similarity scores are considered to be relevant for the search 

query. These articles are then recommended by the model to the user. For measuring the text similarity, the most 

commonly used algorithms are Jaccard, TF-IDF, Doc2vec, USE, and BERT. The next method to suggest 

research articles is based on the co-authored recommendations. In this method, the system requires an article 

that is present in the database as a search query along with the citation details of the paper. From these details, 

the co-author and co-citation networks are used to find the relevant articles. It finds the articles that have the 

highest common citations with the queried paper and considers them relevant. Also, in the case of a co-author 

network, it attempts to find the articles of the author in the query that are relevant and considers them as 

relevant. In this article, the computer science research articles are recommended for the user by matching the 

search query by using the CBRAlgorithm and techniques like term frequency-inverse term frequency and cosine 

similarity. 

 

The contribution of the work in this paper is outlined as follows: 

 

 The text document is preprocessed for getting the accurate result for the recommendation process that includes 

process like stop words removal, stemming and lemmatization. 

 Then proposed CBRAlgorithm is applied to find the vector and compute the similarity of the documents. 
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 Finally, the relevant documents are recommended by the CBRAlgorithm based on the TFIDF and 

Cosine Similarity. 

 

The rest of the document is organized as section 2 literature review, section 3 defines the dataset used in the 

paper, section 4 presents methodologies employed in this along with  proposed Content-Based Recommendation 

Algorithm(CBRAlgorithm) , section 5 describes the experimental setup with results with section 6 concludes the 

papers. 

Literature Review 

Yi Li et al.[3] built a PRHN Network to suggest papers to users based on the  preferences of the user. They 

design a heterogeneous network for expressing Object-Relationships in this article, develop a meta-path to get a 

meta-score, and then recommend Top N articles to the user based on this meta-score[3]. In HRM model, Xinyi 

Li et al.[5] modeled a feed-forward neural to generate a scoring function to recommend the articles along with 

content and its behaviors. K., Kan et al.[6] authors construct vectors for 3 different parts first, it computes word 

list from its paper, second words from papers that cite the original paper, and words list from papers that it refers 

to. After computing the weight of all these vectors the final value is used for recommending papers [6]. The 

method proposed by Wang, G et al [7] combined the CBF and CF models along with social information of the 

article in the SSN platform to compute the weights. Cai X et al.[8] proposed a model to combine a three-layered 

graph with each layer working with separate objects like papers, researchers, and venues, it uses clustering at 

each level of the graph. Xia et al [9] propose a method, which includes authors relation between articles to 

generate recommendations for target users[14] including features of pairwise article ratio and most commonly 

appeared author’s ratio. Son et al [10] devised a three-step methodology that begins with the creation of 

multilevel citation networks, then moves on to the selection of candidate papers, and finally to the determination 

of each candidate paper's rating for final recommendation. Zhao et al [12] developed a domain knowledge 

model–concept map, and background knowledge of the domain to assess the gap in the user knowledge. 

Background knowledge of the user is taken from the reading records, and target knowledge is extracted from 

research ideas to establish the user's knowledge gap [13]. In most cases, a researcher will write a proposal that 

[18] outlines the objectives of a future study. For recommender systems, Zhang, Fuzheng, et al. [12] 

experimented with structural, textual, and visual material from the knowledge base [2]. In order to design CKE, 

they used embedding methods such as heterogeneous network embedding and deep learning embedding that 

extracts semantic representations from the sources like knowledge bases automatically [2]. It may also get 

representations of the feature from the knowledge bases simultaneously capturing the implicit relationship 

between users and items [2].  
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Fig. 1.  Topic - Article Count 
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Dataset 

 

A dataset of 46985 articles from Kowsari et.al was used for this study [2]. The articles relevant to computer 

science were selected from these articles. There are 6514 articles relating to computer science, organized into 17 

different topics. A list of all papers in each cluster is shown in Fig. 1.  There are attributes such as paper ID, 

Keywords, Abstract, and area within this dataset. In order to correctly recommend an article to the reader, the 

keywords and the abstract of the article are considered 

Methodology 

The architecture of this article is depicted in Figure 2. The purpose in this context is to find articles that are 

relevant to the search query. Prior to processing the user query, the similarity matrix must be generated. Cosine 

similarity is used to create the similarity matrix. It's used to see how similar the terms in the query are to the 

words in the target articles for comparison. The importance of each word in a document should be assessed 

before constructing the similarity matrix. To determine the relevance of words in a document, the TFIDF 

technique is utilized. The stages below will walk you through the model's operation. 

● It begins with a thorough examination of all of the articles in the database. 

● After that, the article's keywords and abstract are translated into individual units of words. 

● After then, preprocessing is required for these words. 

The initial stage in the preprocessing phase is to find stop words such as is, was, the, here, there, and so on.  

Stop words are words that have been detected as having no or low significance, and they are so eliminated from 

further processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

● Stemming and lemmatization are the next two steps in preprocessing. The root words are found using 

stemming, and the lemma of the words is discovered using lemmatization. The word studying, for example, has 

the root word "study" and studies have the lemma "study". In stemming, it tries to discover the word's suffix and 

prefix and eliminates them using basic stemming algorithms. However, when it comes to lemmatization, it 

attempts to find morphological words for the words that are given. 

● Following the completion of the preprocessing, the result is fed into the vectorization process. The 

process of transforming extracted words to vectors by assigning a value to every word is known as 

 

Fig. 2.  Architecture  



Vol-9 Issue-5 2023                IJARIIE-ISSN(O)-2395-4396 

    

21800  ijariie.com 1995 

vectorization. The term frequency-inverse term frequency approaches are used to calculate the corresponding 

vectors. 

o the number of occurrences of the word in a document is computed using the term frequency. 

o the relevance with  words in each the documents provided is estimated using the inverse document 

frequency method. 

o Finally, each word's TF-IDF is determined using these values. 

● a similarity matrix is created after vectorization. The distance between words in a document is 

calculated using cosine similarity to create the similarity matrix. 

The constructed model is ideal for recommending items to the user once it has been developed. The user enters a 

search query, which is subsequently processed by extracting the terms. The query's words are then used to 

calculate cosine similarity. Every document in the similarity matrix is matched with the query here. As a 

consequence, the algorithm retrieves the document with the highest cosine similarity scores [17] and 

recommends it to the user. 

 

TF-IDF (Term Frequency-Inverse Document Frequency) 

These metrics find how a word is relevant to the document. The Term frequency is used for calculating how a 

word is important in a document that contains the particular word. Inverse document frequency calculates how 

that particular word is common on the set of all other relevant documents. Equation (1) is used for calculating 

the term-frequency of a word in a document; it counts the log of frequency of the word in a particular document. 

In this article out of 17 different areas, only one area is considered as a document and the frequency of the word 

is searched in it. In equation (2) inverse-term-frequency is calculated by counting the word in every document 

that appears in the list of documents. In this article, the word is searched in all 17 clusters and counted if it is 

present in it. After calculating the term-frequency and inverse-term-frequency separately it is applied in equation 

(3) to calculate the TFIDF value, where is N is total number clusters. 

 

Log (1+ frequency (word, document))                       (1) 

 

IDF(word,  Document) =  log        (2) 

 

)                (3) 

 

Cosine similarity 

Cosine similarity is used to measure how similar the given vectors are. It is calculated by dividing the dot 

products of vectors in the document by the magnitude of the vectors in the document as shown in equation (4). 

The vectors are calculated using TF-IDF and then the cosine-similarity is calculated to form a cosine matrix 

from the equation (4). 

 

      

    (4) 

CBRAlgorithm 

Definition 1: The dataset contains 17 different clusters that have several numbers of articles that are related with 

each other and these clusters are represented as Ci, Query from the user Qi, CPi is the preprocessed string of the 

respected clusters and the output of the algorithm is list of top 10 articles, Ai.  
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Algorithm 1: The Content based recommendation algorithm (CBRAlgorithm) takes  

input clusters C, and query Q from the user as the inputs. The algorithm starts its task by selecting the relevant 

cluster among the provided Ci, cluster. For selecting the cluster that is relevant to the query this algorithm makes 

use of the preprocessed clusters, CPi and query then it compares each of the clusters with the query Q by 

computing the similarity score. After calculating the similarity score it selects the cluster CPi  with high score 

and moves to next part of the algorithm.  

The second of the algorithm attempts to list all the articles in the cluster that are similar the Q. Form 

these listed articles it chooses the top 10 articles with high similarity score. Here the algorithm progress by 

computing the vectors for each article, with which it computes the similarity score using cosine similarity. For 

vectorization it uses the methods Term frequency and inverse term frequency. It attempts to compare the vectors 

of each document with the user query Q. Finally the articles with high similarity score are considered relevant 

and those articles, A are returned as results. 

 

 

Algorithm 1 

CBRAlgorithm 

Input 

Document Clusters : C 

Query : Q 

Preprocessed Clusters : CP 

N=10 

 

Output 

List of top N articles: A 

for article in C  do 

Cp= Preprocess(article) 

for word in Q do 

Preprocess(word) 

for words in CP do 

generateVector(words) 

for qwords in Q do 

GenerateVector(qwords) 

maxclust=cp1 

csim=0 

for each cluster, ic in CP do 

clist =compareSimScore(ic , Q) 

if  clist  greaterthan csim do 

maxclust = ic 

for article  in maxclust do 

GSC=ComputeSimScore(i , Q) 

SortScore(GSC) 

count=0 

for i in GSC do 

if count less than N+1 do 

assign i in A 

increment count 

for article in A do 

print article 

 

 

Results and Analysis  

For the search query “Lightweight cryptography, IoT, Block cipher” the result obtained by applying the methods 

TF-IDF and Cosine similarity is presented in Table 1. This method provides the top 10 computer science articles 

from the provided database that matches the search query. To evaluate the working of the model following 

metrics recall, precision, and F1 are used and the results are shown in Figure 3 [16]. Precision measures the 

percentage to which the model correctly recommends the articles that are relevant to the search query. Recall 

measures the percentage at which the relevant articles are recommended by the system to the total number of 
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articles that are relevant to the query provided by the user. F1 score combines both precision and recall for the 

evaluation of the model. Here the evaluation is done by considering the article that is recommended for the 10 

best recommendations. 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion   

The recommendation of an article to researcher from a vast research article data is made easier. It is also 

possible for researcher to fetch the interested article within considerably less amount of time than the traditional 

way of finding article.  

Therefore, this article proposed an algorithm called CBRAlgorithm that is used to find the top 10 articles that 

matches the query of the user to find the relevant article. The result generated by the algorithm is then evaluated 

with the metrices like F1 score, Recall and precision score. Although the result not remarkable, we have planned 

to improve the algorithm with Co-Citation and Co-Author recommendations methods to address the problems of 

sparsity. 

 

 

 
Fig. 3. Evaluation Metrics 
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Fig. 4. Result for search Query Lightweight cryptography, IoT, Block cipher  
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