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ABSTRACT 
The problem of online grooming has emerged as a notable apprehension in present-day society due to the increased 

use of the internet. This poses a threat to children, as they can be targeted by predators. In order to address this 

problem, we conducted a research study that utilized text analysis techniques to identify predatory messages. The 

goal of this research was to protect children from potential harm caused by paedophiles. We aimed to identify 

specific features and words that are indicative of predatory behaviour, which would enable us to accurately detect 

such messages in online conversations. By doing so, we aimed to enhance internet security for young children and 

eliminate grooming incidents. To classify adults who pretend to be children, we focused on identifying crucial 

features, with foreign words being particularly important. The dataset used in our research was collected from 

PAN, a well-known source for such data. In order to develop our model, we employed three different algorithms: 

Naïve Bayes, Random Forest, and Support Vector Machine. Through our findings, we were able to demonstrate that 

while it is challenging to distinguish between genuine children and adults posing as children within chat logs, we 

achieved an accuracy of 76.80% in identifying fake children using our best-performing model, SVM. This report 

discusses the accuracy of the methods we proposed and highlights the essential features that contributed to their 

success. The primary focus of our study was on detecting grooming conversations, but future research could involve 

identifying adults who pretend to be children or creating fake profiles. It is important to continue exploring and 

developing methods to protect children from online grooming and ensure their safety in the digital age. 

Keyword: Online grooming, Text analysis, Predatory messages, Child safety, Detection algorithms 

 
1. INTRODUCTION 

The problem of Internet addiction is a growing concern in society [1]. By 2022, over 60% of the global population 

had Internet access, with even higher rates in developed countries like the United States and England, where nearly 

90% of the population was connected [2] [3] . Many Internet users, especially those under 25, use various devices 

for activities like work, gaming, and socializing [4] [5]. 

However, frequent Internet usage among young individuals poses risks in today's society [6]. One concerning threat 

is the presence of online predators, who are harder to catch compared to real-life predators due to their hidden 

identities [7]. Shockingly, around one in seven children online still receives sexual solicitations [8]. Online predators 

often use grooming, a tactic where they build a relationship with a child to establish a sexual connection [9]. These 

predators gather information about their victims on social networking sites and exploit chat rooms designed for 
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children [10] [11]. Young people, being vulnerable, may not fully grasp the risks of interacting with strangers or 

sharing personal information [10]. 

The Internet's accessibility and anonymity contribute to the exploitation and sexual abuse of children [12]. Online 

individuals can easily conceal their identity and provide false information, making it difficult for parents and law 

enforcement to identify and apprehend those with malicious intentions [13] [9]. Moreover, children may not report 

grooming incidents due to feelings of guilt, shame, or confusion about the abusive nature of the relationship [14]. 

Therefore, it is crucial to address the negative impacts of juvenile abuse in online spaces and ensure a safe 

environment for young individuals on social networks to promote public safety [14]. 

In order to address this form of societal wrongdoing, it is essential to analyze substantial amounts of unidentified 

chat records. Text analysis studies have shown the ability to estimate someone's age, gender, location, and level of 

education based on their online writings [15] [16]. Analyzing online content provides insights into individuals' 

behavior and personal information [17]. Such profiling techniques have applications in various fields, including 

forensics, plagiarism detection, and intelligence gathering [18]. Automated Online Predator Identification (OPI), 

alternatively referred to as Sexual Predator Identification (SPI) or Sexual Predator Detection (SPD, is an active 

method aimed at minimizing the negative consequences of such offenses. Although OPI encompasses both textual 

and visual information, focusing on textual data proves to be more practical for automation purposes. Therefore, this 

paper primarily focuses on the analysis of textual data. 

1.1 Literature  

This section delves into different research studies and methodologies related to the detection of online predators. 

The primary objective of these studies is to create automated techniques capable of distinguishing between predators 

and victims during online conversations. A comprehensive overview of each study's key points and findings will be 

provided. 

[19] research contributes valuable insights into the automated detection of online predators and the importance of 

safeguarding vulnerable individuals in online environments. The study relies on data from the Perverted Justice 

website to distinguish between sexual predators and potential victims. Pendars employs Support Vector Machines 

(SVM) and distance-weighted k-Nearest Neighbors (k-NN) classifiers with n-grams as features. 

In their comprehensive study, [20] integrate principles from communication and computer science disciplines to 

create tools for safeguarding children from cyber predators. They introduce ChatCoder, a software program 

designed for content analysis of online conversations. ChatCoder demonstrates a moderate to high level of accuracy 

in identifying predators and distinguishing between predatory and non-predatory interactions. The research 

highlights the effectiveness of their multidisciplinary approach and the potential of ChatCoder as a proactive 

safeguarding mechanism against online child exploitation.  

[21] Suggests employing automated text analysis, particularly the Linguistic Inquiry and Word Counting tool, to 

detect grooming stages in online interactions. While LIWC proves effective in revealing linguistic patterns, its 

inability to recognize misspelled words and internet language presents a limitation. Despite this, the study provides 

partial support for Wollis's hypothesis, highlighting the potential of automated text analysis in detecting grooming 

stages. The research paves the way for further advancements in leveraging technological tools to combat online 

predatory behavior and enhance the safety of online spaces. 

[22] conduct content and data analysis to explore repetitive patterns indicating relationship with a minor. They 

utilize the NVivo software analysis tool to identify eight recurring themes associated with grooming behavior. The 

findings suggest that Offenders exhibit daring behavior, taking risks, and organize in-person gatherings with 

minimal vigilance. 

[23] develop psycho-linguistic profiles to gain insights and identify patterns, dividing the grooming process into 

distinct phases. Their primary focus lies in creating profiles of offenders instead of performance metrics, aiming to 

create a live tool for identifying online conversations that may involve pedophiles. 

[24] utilize Support Vector Machines (SVMs) to identify the behavioral characteristics of an online predator through 

textual chats. After training their model on chat logs containing predatory and non-predatory content, they attain a 

mean accuracy of 76.23% by employing SVMs with trigrams. 

[25] examine the global competition focused on identifying sexual predators. Which involves identifying predators 

and detecting grooming behavior in chat logs. Participants utilize lexical and behavioral features, along with various 

classifiers like SVMs, neural networks, decision trees, and Naïve Bayes. The study highlights the importance of pre-

filtering and explores different approaches for predator identification. 
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[26] devise a method to detect adults posing as minors. They classify authors as adults or children and subsequently 

determine if a child is genuine or an impostor. Although their results show promising performance, the authors 

express concerns about potential misclassifications involving law enforcement officers. 

[27] conducts a comparative analysis of different text classification techniques and introduces a CNN-based method 

to recognize online predators. The research demonstrates that CNNs surpass pre-trained word vectors and SVMs in 

accurately identifying predators. Employing one-hot vectors and a single convolution layer produces superior 

outcomes when compared to alternative approaches, achieving an F-score of 0.8087. 

[28] tackle the societal problem of cyber grooming by examining current solutions that rely on lexical features and 

the theory of luring communication. They emphasize the prevalence of supervised learning approaches and suggest 

exploring semi-supervised and reinforcement learning methods.  

These studies collectively demonstrate ongoing efforts to develop automated methods for identifying online 

predators, utilizing diverse approaches such as text categorization, content analysis, profiling, and machine learning 

algorithms. The results indicate that distinguishing between predators and victims with reasonable accuracy is 

attainable, but challenges persist, including robust data acquisition, pre-filtering strategies, and addressing the 

limitations of existing text analysis  

2. MATERIALS AND METHODOLOGIES 

2.1 Data 

The dataset utilized in this research was obtained from PAN, an organization that promotes research in digital text 

forensics through organized shared task evaluations. The dataset comprises two columns, namely "text" and 

"labels." The "labels" column classifies the data into two categories: predator and non-predator. The "text" column 

contains the actual text associated with the sentiment. The metadata associated with the dataset allows us to 

distinguish between texts written by adults and children. Figure 1 illustrates the raw dataset after data collection, 

while figures 2 present tabulated samples of the data after undergoing cleaning and preprocessing steps. Notably, the 

dataset contains entire conversations, making the classification of the Pan dataset more challenging.  

 
 

Fig -1: Dataset highlighting keywords 
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Fig -2: Preprocessed data 

2.2 Data Preprocessing 

The first step in data cleaning was the removal of unwanted characters from the text, including HTML/XML tags, 

punctuation marks, non-alphabetic characters, extra whitespace, and language corpus-specific characters. Python's 

"re" method was employed for this purpose. Subsequently, the entire sentences were split into tokens using the 

"word_tokenize" method from the NLTK toolkit in sklearn. Additionally, stopwords were removed from the text 

using the NLTK corpus of stopwords. Finally, to facilitate the training of the model, the text was vectorized using 

the TfidfVectorizer from sklearn's feature_extraction method. 

For the model training process, sklearn's "train_test_split" method was used to split the data into training and test 

sets. The training set consisted of 70% of the entire dataset, while the remaining 30% was used for testing the model. 

2.3 Analytical Techniques 

Machine learning tools were employed to analyze the collected data, and interpretations were drawn from the 

obtained results, as shown in figure 3. 
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Fig -3: Machine Learning Approach for Sexual Predator Detection 

2.3.1 Naïve Bayes 

In predicting cyber grooming, Naïve Bayes involves calculating the posterior probability of a class given a text 

document using Bayes' theorem. The equation is as follows, where C represents the class label (e.g., sexually 

predating or non-sexually predating) and X is the input text document: 

P(C|x₁, x₂, ..., xₙ) = (P(C) * P(x₁|C) * P(x₂|C) * ... * P(xₙ|C)) / P(x₁, x₂, ..., xₙ) 

2.3.2 Random Forest 

Random Forest is applied by transforming text data into numerical features using techniques like TF-IDF. The 

process involves creating multiple decision trees and aggregating their predictions for the final output. 

2.3.3 Support Vector Machine (SVM) 

SVM aims to find a hyperplane in a high-dimensional feature space that maximally separates different classes of 

data for binary classification problems. The decision boundary is defined by the equation w^T * x + b = 0, where w 

is a vector perpendicular to the hyperplane, x is the feature vector of a data point, and b is the bias term. 

2.4 Evaluation Metrics 

Various evaluation metrics were employed to assess the performance of the models: 

2.4.1 Accuracy 

Accuracy measures the proportion of correct predictions out of all predictions made. It is calculated as: 

Accuracy = (Number of correct predictions) / (Total number of predictions) 

2.4.2 Recall 

Recall, also known as sensitivity or true positive rate, measures the ability of the model to correctly identify positive 

cases. The formula is: 

Recall = (True Positives) / (True Positives + False Negatives) 

2.4.3 Precision 

Precision quantifies the accuracy of positive predictions made by the model. It is computed as: 
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Precision = (True Positives) / (True Positives + False Positives) 

2.4.4 F1 Score 

The F1 score is the harmonic mean of precision and recall and is calculated as 2 * (Precision * Recall) / (Precision + 

Recall). 

3. RESULT 

We opted to utilize precision, recall, and the F-measure as assessment criteria instead of relying solely on accuracy, 

the result of the models is presented at Table 1. This choice was influenced by the imbalanced nature of the data. 

Specifically, we selected precision due to its sensitivity to data distribution, in contrast to accuracy. Conversely, 

recall remains uninfluenced by data distribution. To strike equilibrium and consider the varying importance assigned 

to precision and recall, we employed the F-measure, which combines both measures. This decision is well-justified 

within the context of the particular problem we are addressing. For the SVM model, it attained a precision of 

76.67%, recall of 76.53%, F1 score of 76.60, and accuracy of 76.84%. The RF model showcased a precision of 

71.48%, recall of 71.65%, F1 score of 71.48, and accuracy of 76.84%. Regarding the NB model, its precision was 

gauged at 63.51%, accompanied by a recall of 61.37%, F1 score of 60.68, and accuracy of 63.11%. 

Table -1: Comparative Model Performance 

 

3.1 Discussion 

To grasp the significance of our findings, we have juxtaposed our results against relevant studies in the existing 

literature. Our Support Vector Machine (SVM) model achieved an accuracy of 76.70%, surpassing the accuracy of 

[21]'s SVM model at 20%, as well as [24]'s model with an accuracy of 76.23%. It's noteworthy that [24] utilized a 

limited dataset for their model. Nevertheless, our model's performance was marginally below that of [25], whose 

model achieved an accuracy of 80%. It's plausible that the [25] model contained noise due to the absence of pre-

filtered text for the classification process. As illustrated in Table 1, all performance metrics for our SVM model 

exceed 70%. This signifies that our SVM model is capable of predicting cyber grooming with an accuracy 

surpassing 76%, and it maintains precision of over 70% in positive instance prediction (sexual predation). The recall 

 

S/N 

 

Classifier 

 

Precision  

 

Recall  

 

F1  

 

Accuracy  

I  Support vector 

machine 

76.67% 76.53% 76.61% 76.84% 

III Random Forest 71.48% 71.65% 71.48% 71.57% 

III Naïve Bayes 63.51% 61.37% 60.68% 63.11% 
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value from our model implies its capacity to classify potential cases of sexual grooming. Among the metrics, recall 

is of particular significance since our aim is to identify all occurrences of sexual predation. 

The RF model exhibited slightly lower performance than the SVM model, but it can be deemed satisfactory when 

compared to prior literature utilizing Random Forest for sexual grooming prediction. Conversely, our Naïve Bayes 

model displayed the least effectiveness among the three models, relative to the others. It only achieved an overall 

accuracy of 63.11%. Furthermore, its accuracy in predicting instances of sexual predation was limited, with only 

63.50% precision and a recall rate of 61.37% for the complete dataset. 

However, our model showcased commendable performance in forecasting instances of sexual predation based on 

chat logs. It's vital to acknowledge that the dataset used for training the model was modest in size, thus warranting a 

more comprehensive scrutiny and additional examination of the results. 

 

4. CONCLUSIONS  

The study investigates the issue of grooming, which involves individuals preparing children for exploitation. The 

research strategy involves distinguishing between adults and children by analyzing their writing styles. The goal is 

to verify if a person claiming to be a child is indeed genuine. This differentiation is accurate when analyzing formal 

language such as in book reviews, but it becomes difficult when dealing with text from blogs and chat 

conversations. Nonetheless, the research generally succeeds in telling apart real children from adults pretending to 

be children. 

The research focuses on identifying conversations that involve grooming behavior. To achieve this, a two-step 

process is used: first, individual messages are classified, and then entire conversations are categorized based on the 

classifications of the messages. Traditional machine learning models are utilized for both of these steps. These 

models are trained on messages with known labels and conversations that have been pre-labeled. This approach 

improves the ability to identify grooming conversations compared to previous methods, specifically by enhancing 

the recall rate. 

Future studies should gather a diverse range of datasets for training purposes. It's important to include data from 

different forms of communication and to explore challenges related to identification beyond just chat conversations. 

This broader approach would likely contribute to the advancement of the field. Overall, utilizing psycho-linguistic 

profiles to detect groomers shows promise and could be further investigated in the future. 
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