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ABSTRACT 
 

Text classification is a process of categorized data according to their class. With the instant growth of information, 

text classification has become the vital techniques for handling and organizing text data. In general, text 

classification plays an important role in information extraction and summarization, text retrieval, and question -

answering such as medical diagnosis, news group filtering, spam filtering, and sentiment analysis. The process of 

classification consists four stages: text preprocessing, feature extraction, training classifier and training model. In 

this first stage the dataset is divided into training data and testing data. After that data is preprocessed and features 

are extracted from that data then after classification model is constructed. The data is classified using machine 

learning techniques and statistical techniques such as k -nearest neighbors, support vector machine, naive Bayesian 

method. The classification task also exemplifies the hybrid approach of text classification techniques. In this 

research we provide a modified version of support vector machine with better membership funct ion for text 

classification of text data. In that the noisy and inherent data is handled by fuzzy support vector machine and its 

fuzzy membership function which is used hyperbolic tangent kernel.  

 

Keyword :  Data Classification, Support Vector Machine, Fuzzy Support Vector Machine. 

 
 
1. INTRODUCTION 

Text classification is the performance of separating a set of input documents into two or more classes where 

each document can be said to belong to one or multiple classes. In classification systems, groups of words or terms 

are collected together and organized. Each of these terms will be associated with a particular concept. Systems of 

classification have classically been hierarchical, that means more detail is gained the extra down the hierarchy one 

proceeds, while concepts are linked and planned around mutual characteristics. The documents to be classified may 

be texts, images, music, etc. The problem of classification has been broadly studied in the data mining, machine 

earning, information retrieval and database with applications such as email routing, sentiment analysis, spam 

filtering, target marketing, and language identification.  
A Support Vector Machine (SVM) is a classifier properly defined by a separating hyperplane. Given a set of 

training samples, each marked for belonging to one of two categories. An SVM model is a representation of the 

samples as points in space, mapped so that the samples of the separate categories are divided by a clear gap that is as 

wide as possible. New samples are then mapped into that same space and predicted to belong to a category based on 

which side of the gap they fall on. In addition to performing linear classification, SVMs can efficiently perform a 

non-linear classification using the kernel trick, mapping their inputs into high-dimensional feature spaces. Two 
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applications where SVM exceeded other methods are the prediction of electrical charges and optical character 

recognition. SVM are more widely used nonparametric technique and give fair results. Exercise of SVM 

classification concludes hyperplane in the space as possible to maximize the distance from data points hyperplane. It 

is essentially the resolution of a problem of quadratic optimization. The solution of convex problems for SVM 

strictly is unique and global. SVM implements minimization of structural risks (SRM) principle that has high 

performance of generalization. As the complexity increases as a function of the number of vectors of support, SVM 

is built by the intermediary of trading off decreasing number of errors of training and increasing the risk of more of 

the adjustment of the data. However, data dependent SRM for is not rigorously SVM support the argument that the 

good performance of generalization of SVM is attributable to SRM [49]. Since SVM captu re the geometrical 

characteristics of the feature space without drifting networks from the masses of data on training, it is able to extract 

an optimal solution with small size of the training set.  
A support vector machine (SVM) learns the decision surface from two distinct classes of the input points. In 

many applications, each input point may not be fully assigned to one of these two classes. If we apply a fuzzy 

membership to each input point and reformulate the SVMs such that different input points can make different 

contributions to the learning of decision surface. Then it is called as fuzzy SVMs. In fuzzy SVM, membership in 

terms of probability is also determined for each sample to be fall in each class. 

 

2.  RELATED WORK 

 

With the instant growth of information, text classification has become a vital technique for handling and 

organizing text data. Text classification plays an important part in information extraction, text retrieval, text 

summarization, news group filtering medical diagnosis, spam filtering, and sentiment analysis. text classification 

process using machine learning techniques and statistical techniques such as k-nearest neighbors, support vector 

machine, naive Bayesian method Decision tree, Rule-based classification, Neural network classification.  

In 2014, A. Chaudhuri et al. [5] developed a novel fuzzy support vector machine (FSVM) tool or a variant of 

FSVM called modified fuzzy support vector machine (MFSVM). This variant is to classify the credit approval 

problem. In FSVM, each sample is given a fuzzy membership which denotes the attitude of corresponding point 

toward one class. The membership function which is a hyperbolic tangent kernel grips the impreciseness in training 

samples. In MFSVM, the victory of the classification lies in proper selection of the fuzzy membership function 

which is a function of center and radius of each class in feature space and is represented with kernel. The kernel 

used in MFSVM is hyperbolic tangent kernel. This kernel allows lower computational cost and  higher rate of 

optimistic eigenvalues of kernel matrix which eases several limitations of other kernels.  

In 2012, H. Tao et al. [19] projected Insurance Fraud Identification Research Based on Fuzzy Support Vector 

Machine with Dual Membership. For "overlap" problem in insurance fraud samples, this paper constructs the fuzzy 

support vector machine model with dual membership, which assigns each insurance fraud sample with dual 

membership by its relativity to the distance of the two types of sample mean vector. The dual membership can 

characterize the probability of each insurance fraud sample belonging to two categories.  

In 2002, C. Lin et al. [18] described a fuzzy support vector machine. Support vector machine learns the 

decision surface from two distinct classes of the input points. In many applications, each input point may not be 

fully assigned to one of these two classes. In this paper, the author applied a fuzzy membership to each input point 

and reformulate the SVMs such that different input points can make different contributions to the of decision 

surface. 

 

 

3. PROPOSED METHOD 
The proposed framework has fuzzy support vector machine algorithm and its mathematical equations. Here, 

the membership function is a function of center and radius of each class in feature space and is represented with 

kernel. The figure 1 below shows a diagrammatic view of the proposed framework along with its modules and their 

flow of interactions. For classification purpose the dataset is divided into training and testing dataset. The training 

data is used for the train the proposed system. And test data is for using test the proposed system. Here fuzzy support 

vector algorithm is used in proposed system.  
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Fig 1 Proposed Framework 

3.1 Mathematical Representation 

In the first step the attribute    spits into two classes. These equations are taken from the paper [5]. One class 

contains sample point   with   = 1 denoted by    and other class contains sample point   with   = −1 denoted by 

  such that, 

 

  = {                 } 

          = {                  }    

          = positive class  

          = negative class 

        SP=Sample points  

          = Attribute of the dataset 

The hyperbolic tangent kernel is used to map sample points from input space to feature space. Kernel 

methods map the data into higher dimensional spaces in the hope that in this higher-dimensional space the data 

could become more easily separated or better structured. SVM model using a sigmoid kernel function is equivalent 

to a two-layer, perceptron neural network. 

The hyperbolic tangent kernel is given by, 
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Now, calculate the square of the distance between samples      
  and its class center in feature space, 

 

      
       

       

     

      
   (       ) 

 

  

∑         

 

     

 
 

  
 

∑  

 

     

∑         

 

     

 

     

 

      
 

= square of distance between sample       and its class center 

 

Similarly, calculate the square of the distance between samples      
  and its class center in feature space, 
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After that, the fuzzy membership function     can be defined as follows: 
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     Fuzzy membership function 

 
In the proposed framework the membership function will be changed for text data because the existing 

membership function is not work well with noisy data and for better accuracy on different datasets the new 

membership functions are shown below which will implement on given dataset.   
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4. EXPERIMENTAL RESULTS 
MATLAB is used to implement these equations . MATLAB stands for MATrix LABoratory and the 

software is built up around vectors and matrices. MATLAB had around one million users across industry and 

academia. This makes the software particularly useful for linear algebra but MATLAB is also a great tool for 

solving algebraic and differential equations and for numerical integration. Here, four parameters are used to 

compare with existing system and existing methods. For experiment results we used Wine dataset, Germen credit 

approval dataset and iris dataset. 

 

 
 

Fig 2 Performance Analysis 

 

4.1   Comparative Analysis with Existing Solutions  

 The results of the proposed system are compared with the results of existing solutions. For the same 

purpose the different classification methods are used on the given dataset. For comparison Support vector machine, 

Naive bayesian method and k-nearest neighbor classifiers are used. Following table shows comparison of proposed 

system with existing solutions on wine dataset.   

 

 

 Accuracy Precision Recall F Measure 

Support Vector Machine 86.46 92.27 88.93 90.56 

Naïve Bayes 90 90.12 89.21 89.66 

k-nearest neighbor 90.11 91.11 90.76 90.93 
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Fuzzy Support Vector Machine 90.51 89.45 91.23 90.33 

Modified Fuzzy Support Vector 

Machine 

92.21 91.13 92.45 91.78 

 

Table 1 Comparative analysis on Wine Dataset 

 

Fig 3 Comparative analysis on Wine Dataset 

Following table shows comparison of proposed system with existing solutions on iris dataset.   

 Accuracy Precision Recall F Measure 

Support Vector Machine 90.89 89.78 90.11 89.94 

Naïve Bayes 82.89 87.67 77.5 82.27 

k-nearest neighbor 89.67 90.33 89.5 89.91 

Modified Fuzzy Support Vector 

Machine 

91.04 88.63 90.45 89.53 

 

Table 2 Comparative analysis on iris Dataset 
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Fig 4 Comparative analysis on iris Dataset 

 

Following table shows comparison of proposed system with existing solutions on Germen credit approval 

dataset.   

 Accuracy Precision Recall F Measure 

Support Vector Machine 80.09 75.33 77.62 76.45 

Naïve Bayes 71.07 73.89 90.7 81.43 

k-nearest neighbor 59.67 70.55 72.25 71.38 

Modified Fuzzy Support Vector 

Machine 

85.78 82.76 84.22 83.48 

 

Table 3 Comparative analysis on Germen credit approval Dataset  

 

Fig 5 Comparative analysis on Germen credit approval Dataset  
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6. CONCLUSION 
Text classification is the ultimate problem in data mining and machine learning. In tod y’s world the dem nd 

of support vector machine is increased because of its kernel functions. But in many applications some input points 

are detected as outliers and may not be exactly assigned to one of the two classes. To solve these difficulty the 

membership function is used to give degree of probability of input point. The proposed framework will try to give 

better membership function and will try to implement it on various numeric dataset. The mathematical formulas for 

better membership function for numeric dataset were implemented. But support vector machine and fuzzy support 

vector machine is not work well with text or text dataset. So in future fuzzy support vector machine will 

implemented on text dataset classification purpose and different kernels give different results on data. So in future 

different kernels will also use for classification task.  
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