
Vol-10 Issue-2 2024                IJARIIE-ISSN(O)-2395-4396 
    

23046  ijariie.com 2567 

ELECTRICITY THEFT DETECTION IN SMART 

GRIDS BASED ON ARTIFICIAL NEURAL 

NETWORK. 

Dhil Rohith B1, Meganamani T2, Deepak S3, Chandru K S4 

Student(1), Student(2), Student(3), Faculty(4) 

Dhilrohith.cb20@bitsathy.ac.in 1, meganamani.cb20@bitsathy.ac.in 2, Deepak.cb20@bitsathy.ac.in 3, 

chandruks@bitsathy.ac.in 4 

Bannari Amman Institute of Technology, Sathyamangalam. 

Abstract: 

Smart grids are gaining popularity due to their ability to enhance security, reduce power outages, and improve 

energy efficiency, aligning with the increasing demand for electricity. However, a major challenge faced by smart 

grid operators is electricity theft, which leads to significant financial losses for utility companies. Therefore, 

electric power distribution firms are deeply concerned about this issue. This study aims to propose an effective 

method, leveraging artificial neural networks (ANNs), for detecting power theft in smart grids. The method 

involves utilizing a dataset on electricity usage sourced from Kaggle, which will undergo preprocessing before 

being fed into the ANN. The ANN will be trained on a dataset representing normal consumption patterns and 

tested on data containing instances of power theft. Performance evaluation will be based on metrics such as recall, 

accuracy, precision, and F1-score. The proposed method achieved promising results with 99% training and 

validation accuracies. To enhance usability, a Flask Web framework was employed to develop a user-friendly 

interface for outcome prediction. This research aims to provide a valuable tool for detecting electricity theft in 

smart grids, thereby improving security and revenue collection for utility companies. Furthermore, the techniques 

developed in this project can be extended to other domains requiring anomaly detection in large datasets, such as 

intrusion detection in computer networks and fraud detection in financial  

systems. 
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Introduction: 

 The evolution of smart grid technology has revolutionized the landscape of energy distribution and management, 

offering a myriad of advantages such as heightened security, minimized power interruptions, and enhanced energy 

efficiency. Despite these considerable advancements, the persistent issue of electricity theft continues to plague 

utility companies, resulting in substantial revenue losses and undermining the integrity of the system itself. 

Consequently, electric power distribution firms are increasingly prioritizing the mitigation of electricity theft, 

recognizing it as a critical challenge that demands urgent attention. 

 This project aims to address the pressing problem of electricity theft in smart grids by leveraging Artificial Neural 

Networks (ANN). Our objective is to develop a robust and proactive strategy capable of effectively detecting and 

flagging instances of electricity theft. By harnessing the power of ANN technology, we seek to create a 
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sophisticated approach that enables utility companies to protect their revenue streams and bolster the security of 

smart grid infrastructure, thereby ensuring the continued reliability and sustainability of the energy distribution 

system. 

The current system utilizes a DNN-based method for efficiently detecting electricity theft by analyzing carefully 

selected information. It demonstrates that incorporating frequency-domain features enhances classification 

accuracy compared to solely relying on time-domain features. Using a realistic dataset provided by the State Grid 

Corporation of China (SGCC), the system employs Principal Component Analysis (PCA) to reduce the feature 

space for better comprehension of results and future training optimization. To discern the significance of features 

and the superiority of frequency-domain over time-domain features in detecting theft, the system employs the 

Minimum Redundancy Maximum Relevance (mRMR) technique. 

We present a systematic approach aimed at detecting electricity theft within smart grids, utilizing electricity usage 

datasets sourced from reputable platforms like Kaggle. To ensure the suitability of these datasets for analysis, we 

employ thorough preprocessing techniques. The refined data is then fed into an artificial neural network (ANN) 

framework, where the network undergoes training to identify intricate consumption patterns and irregularities. 

 

The foundation of our methodology lies in building a robust ANN model, which addresses existing limitations 

through a comprehensive three-phase process: Preprocessing and Data Analysis, Classification, and Feature 

Extraction. We begin by meticulously preprocessing the electricity usage datasets, encompassing techniques such 

as feature extraction, normalization, and data cleaning. To overcome challenges in obtaining labeled data, we 

utilize Agglomerative clustering to categorize usage cases as loyal or unfaithful. 

 

Our methodology employs cluster analysis, particularly Agglomerative clustering, to detect atypical usage 

patterns indicative of energy theft. This step is pivotal in generating labeled data essential for training the ANN 

model to discern complex theft patterns in electricity consumption data. Performance evaluation of our approach 

involves a diverse range of metrics including accuracy, recall, F1-score, and precision, to gauge its effectiveness 

comprehensively. 

 

Moreover, we enhance accessibility and usability by developing a user-friendly web interface using the Flask Web 

framework. This interface facilitates easier interaction with the electricity theft detection system, empowering 

utility firms with a practical tool for bolstering grid security. 

 

The primary aim of our project is to propose a novel methodology based on Artificial Neural Networks for 

electricity theft detection within smart grids. Leveraging state-of-the-art data analysis and machine learning 

techniques, our proposed system endeavors to significantly enhance the efficacy and reliability of electricity theft 

detection by addressing the limitations of current methods. Utility firms stand to benefit from the successful 

implementation of this methodology, strengthening revenue collection operations and fortifying the security of 

smart grid assets. 

Advantage of Proposed System: 

High Accuracy: Research has shown that artificial neural network (ANN) models achieve a high level of accuracy 

in detecting electricity theft. This is attributed to their ability to uncover intricate connections and patterns within 

consumption data, which may be difficult to detect using traditional statistical methods. 

Robustness: ANN models are capable of handling noisy and incomplete data commonly encountered in real-

world smart grid deployments. This inherent robustness makes ANN models less susceptible to errors and false 

positives. 

Adaptability: ANN models possess the capability to adapt to changes within the smart grid environment, such as 

the emergence of new theft methods or shifts in usage patterns. This adaptability makes ANN models well-suited 

for the dynamic nature of smart grids. 
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Speed: ANN models excel in processing large volumes of data swiftly, enabling real-time detection of electricity 

theft. This rapid processing capability enables utility companies to promptly respond and implement corrective 

measures to mitigate revenue losses. 

Automation: ANN models can be trained to automatically identify instances of electricity theft, eliminating the 

need for manual inspection and reducing the workload for utility companies. This automation results in significant 

cost savings and enhanced operational efficiency.

Methodology: 

System Architecture: 

 
                                     Fig.1 

Data Collection: 

 

In the first module, we undertake the task of data collection, which marks the initial phase in constructing a 

machine learning model. This stage holds significant importance as it directly impacts the model's performance; 

acquiring ample and high-quality data leads to greater accuracy in the model's predictions. Various methods exist 

for data gathering, such as manual interventions and web scraping, among others. The dataset used in this project 

is stored within the model folder and was obtained from the reputable online platform Kaggle. 

Dataset: 

The dataset comprises 3,510,433 individual entries, with nine columns providing the following information:  

LCLid: Identification number associated with each entry. 

day: Date in the format dd/mm/yyyy. 

energy_mean: Average energy value. 

energy_median: Median energy value. 

energy_std: Standard deviation of energy values. 

energy_max: Maximum energy value. 

energy_sum: Total energy value. 

energy_count: Count of energy entries. 

energy_min: Minimum energy value.

Importing the necessary libraries: 

We'll utilize Python as our primary language for this task. To start, we'll import necessary libraries, including 

pandas, numpy, matplotlib, and tensorflow. Additionally, we'll incorporate keras for building the primary model, 

sklearn for splitting the data for training and testing, and PIL for converting images into arrays of integers. 

Clustering (To find Electricity Theft (Target value)) : 
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In our prior analysis, we employed Agglomerative clustering with a cluster score of 3 to assess the extent of 

electricity theft, focusing on mean energy values. 

 

Splitting the dataset: 

Divide the dataset into training and testing sets, with 20% allocated for testing and 80% for training. 

 

Neural network:  

In the second stage, a neural network is chosen to serve as the representation of the classification function. It 

includes: 

A scaling layer tailored for classification tasks. 

A layer comprised of perceptrons. 

A layer dedicated to probability estimation. 

The scaling layer is configured to incorporate both minimum and maximum scaling mechanisms. For the initial 

setup, a logistic activation function is employed, along with a single perceptron layer consisting of three neurons. 

Neural networks belong to a category of algorithms designed to recognize patterns within datasets, mimicking the 

functionality of the human brain. They find applications in various domains including regression, classification, 

and image recognition, among others. 

 

 
                               Fig.2 

 

Artificial neural networks aim to mimic the structure and functions of the human brain, but they exhibit both 

similarities and disparities. One notable distinction is in how data is processed: artificial neural networks handle 

data sequentially, whereas biological neural networks process data concurrently. Moreover, artificial neural 

networks boast a faster processing speed, typically measured in nanoseconds, compared to the slower processing 

speed of biological neural networks, which are typically measured in milliseconds. 

 

Architecture of ANN: 

A neural network earns the title of a multi-layer perceptron due to its composition of multiple layers, each serving 

distinct functions. As the complexity of the model escalates, so does the number of layers within the network.In 

its fundamental form, a neural network comprises three layers: an input layer, a hidden layer, and an output layer. 

Before addressing a specific problem, these networks must undergo training using training data and machine 

learning techniques. The input layer receives input signals, transmits them to subsequent layers, and ultimately 

generates the final prediction. 

Now, let's delve into the concept of perceptron. 

Perceptrons, or dense layers, are integral components of multi-layer perceptrons as previously elucidated. They 

predominantly consist of neurons, which are fundamental units that amalgamate to form perceptrons. Essentially, 

perceptrons, or dense layers, are depicted as a vertical arrangement of neurons, as illustrated in the accompanying 

image, where each circle symbolizes a neuron. Each neuron in this illustration possesses a weight (e.g., w1, w2, 

w3) and a bias. Computation entails utilizing the formula combination = bias + weights * input (e.g., F = w1x1 + 

w2x2 + w3*x3), followed by the application of an activation function, resulting in output = 
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activation(combination). In the depicted example, the sigmoid activation function is represented as 1/(1 + e^-F). 

Other common activation functions include ReLU, Leaky ReLU, and tanh, among others. 

Working of ANN 

Initially, information is transmitted to the input layer, which subsequently transfers it to the hidden layers. Within 

these layers, each input is initially endowed with a random weight through the interconnections. Following this, 

bias is introduced into every input neuron. The weighted sum, encompassing both weights and bias, is then 

subjected to processing by the activation function. This function determines the activation of nodes, facilitating 

feature extraction and eventual output computation. This entire process is termed as Forward Propagation. 

In Backward Propagation, weights are adjusted to minimize error after obtaining the output model and comparing 

it with the original output to assess error. This iterative process is repeated for a predetermined number of epochs 

or iterations. Ultimately, upon completion of predictions, model weights undergo modification. 

 

Model selection: 

In this module, an Artificial Neural Network (ANN) model is created and trained using the extracted features and 

labels, distinguishing between faithful and unfaithful cases. The complexity of the neural network, which 

optimizes generalization performance, is determined through order selection. This entails finding the number of 

neurons that minimize inaccuracies in the selection cases. 

 

Additionally, input selection, also known as feature selection, is performed to identify the set of inputs that yield 

the best generalization. Alt 

hough a genetic algorithm is utilized for this purpose, it fails to decrease the selection error value, prompting the 

retention of all input variables. 

The Keras model is defined by a series of layers added sequentially. The input_dims argument specifies the input 

when creating the first layer, which in this case consists of 8 input features. 

 

Determining the appropriate number of layers and neurons in each layer presents a challenge. The Keras tuner, 

which explores various layer configurations, neuron counts, and activation functions, is commonly used for this 

task. However, this approach can be time-consuming due to the exhaustive combination and permutation search. 

For more detailed information, refer to the Keras Tuner documentation. 

 

In this example, the Dense class is utilized to define a fully connected, three-layer network. The number of neurons 

in each layer is specified in the first argument, while the activation function is specified in the activation argument. 

For this binary classification problem, ReLU is employed as the activation function in the first two layers, while 

sigmoid is used in the final layer. 

 

During compilation, the optimizer for updating weights, as well as any metrics and the loss function for calculating 

errors, must be specified. For binary classification tasks like this one, "binary_crossentropy" is typically used as 

the loss argument. The optimizer "Adam" is chosen for its ability to automatically adjust and yield favorable 

results across various scenarios. Classification accuracy is evaluated and reported using the metrics parameter. 

 

Next, the model is fitted to the loaded data using the fit() function, utilizing the dataset for a specified number of 

iterations, or epochs. The batch_size parameter determines the number of dataset rows updated within each epoch. 

Here, a batch size of 64 and 100 epochs are chosen. 

 

To evaluate the model's performance, the evaluate() function assesses it on the dataset, requiring input and output 

arguments. It generates predictions for each input-output pair and collects scores, including average loss and 

relevant metrics like accuracy. The first item in the returned list from evaluate() represents the model's loss, while 

the second indicates its accuracy on the dataset. The loss value is disregarded here, as the focus is solely on 

reporting accuracy. 
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Finally, predictions are made using the predict() function on the model. Since the output layer employs a sigmoid 

activation function, the predictions range between 0 and 1, representing probabilities. 

Flowchart 

 

:  

 

 

Apply the model and plot the graphs for accuracy and loss: 

 

We'll utilize the fit function to compile and apply the model, with a batch size of 64. Subsequently, we'll plot 

graphs depicting accuracy and loss. On average, we attained a training accuracy of 99%. 

 

Analyze and Prediction: 

In this module, relevant features are extracted from the processed data to serve as inputs for the ANN. Specifically, 

we select 7 features from the dataset: 

energy_median: Median energy value 

energy_mean: Mean energy value 

energy_max: Maximum energy value 

energy_count: Count of energy entries 

energy_std: Standard deviation of energy values 

energy_sum: Total energy value 

energy_min: Minimum energy value 

target:”Faithful” and “Unfaithful” 

 

Accuracy on test set: 

In this module, we will evaluate the accuracy and effectiveness of the developed ANN model using a test dataset. 

We attained a test set accuracy of 99%. 

 

Saving the Trained Model: 

 

Initially, ensure that the trained and tested model is saved into either a .h5 or .pkl file using a library such as pickle, 

once you're confident in deploying it to a production-ready environment. Confirm that pickle is installed within 

your setup. Then, proceed to import the module and export the model to a .pkl file. Finally, utilize the Flask web 

framework to implement the trained ANN model in a real-world scenario for electricity theft detecti
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                  Fig.3 

 

 

 

Conclusion: 

This paper explores the utilization of artificial neural networks (ANNs) for detecting electricity theft within smart 

grids. The study reveals that classification using ANNs outperforms the current system, achieving a remarkable 

99% Training Accuracy and 99% Validation Accuracy. The proposed approach leverages consumption data 

trends, offering potential applications in anomaly detection across various domains beyond power distribution 

networks. While our work primarily focuses on gradual theft detection, it contributes to improving energy theft 

detection accuracy. In summary, the proposed ANN-based approach holds promise in significantly mitigating 

revenue losses due to energy theft in smart grids. By identifying theft incidents in real-time and notifying utility 

providers, the solution has the potential to diminish the impacts of electricity theft while enhancing overall grid 

security and efficiency. 

Future Work: 

For future endeavors, we aim to enhance our technique by incorporating real-time electricity theft detection 

capabilities. Further validation against datasets from diverse sources will ensure the method's applicability beyond 

the specific consumption patterns observed in SGCC consumer data. 
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