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Abstract 

With the rapid increase in the number of e-commerce transactions, security measures must be considerably 

stronger to protect sensitive user and financial information. This research develops a new framework to secure e-

commerce transactions using a combination of cloud computing and big data analytics. The framework which 

integrates blockchain-based ledger verifications, ML-based pattern recognition for fraud detection and real-time 

detection of anomalies related to customer data, addresses the current demands of cyber threats. This type of 

distributed cloud infrastructure and predictive analytics brings low latency and high assurance for secure 

transactions. The findings illustrate significant advancements in both threat detection rates and computational 

efficiency over conventional security models. Thus, they have made an essential contribution to safeguarding the 

integrity of digital transactions which proves to be fundamental to countering pressing vulnerabilities in today's 

e-commerce environments. The framework employs access control methodologies and advanced encryption 

schemes enhancing the level of privacy assurance for individual data. Experimental validation demonstrates that 

our framework can identify fraudulent transactions with high confidence and at scale while efficiently executing 

system requirements. 
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1| Introduction 

 

A buyer, a seller, a payment gateway, and a bank are some of the stakeholders associated with e-commerce 

transactions [1]. The security and integrity of transaction data are often instrumental in the functioning of digital 

marketplaces and in maintaining consumer trust [2]. In the landscape of e-commerce, the need for security is 

becoming more complex with advanced cyber threats [3]. Conventional security solutions such as static 

encryption methods and rule-based fraud detection systems have proven to be inadequate [4]. Analysis of large 

volume data-driven through ML and AI has significant potential to enhance transaction confidence, supporting 

risk detection through the analysis of current transactional behaviour [5]. These capabilities can lead to monitoring 

of transactions while in progress that will identify anomalies as well as facilitate automated protocols for 

mitigating fraudulent outcomes [6]. Cloud computing frameworks provide secure data storage mechanisms and a 

highly scalable technological environment for data usage ensuring ongoing monitoring and fast response to risks 

and vulnerabilities [7]. 

Several reasons contribute to growing security issues surrounding e-commerce transactions of legacy fraud 

detection systems that use predefined rules and cannot monitor in real-time so are no longer useful against 

evolving fraud techniques [8]. Cybercriminals use payment system vulnerabilities for large-scale data breaches or 

significant financial loss [9]. Insider threats encompass employees or third-party vendors who have access to 

transaction data and can cause serious security risks including data leaks or financial fraud [10]. The growth of 

online shopping has increased the incidence of fraudulent transactions including phishing, card-not-present fraud, 

and account takeovers [11]. Many e-commerce websites still rely on outdated authentication methods which in 

turn puts them at risk for identity theft and credential stuffing [12]. As transaction volume increases, traditional 

security infrastructures also struggle to scale up and they cause performance problems and greater risk [13]. 

Despite advancements in digital security, the current approaches to detect and prevent fraud have limitations [14]. 

Traditional rule-based fraud detection methods are ineffective against emerging fraud attack patterns because they 

rely on static manually specified rules [15]. Many security models create excessive false positives causing 
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unnecessary transaction denials and resulting in a poor user experience [16]. Legacy security systems have also 

introduced scalability issues due to their inability to process increasing amounts of transaction data in real-time 

[17]. Centralized security systems are also vulnerable to attacks because of having single points of failure [18]. 

When fraudulent behaviours go unnoticed, organizations experience a significant loss in dollars and also 

reputational damage [19]. 

The use of heuristics and rigid patterns has left many systems unable to adapt to dynamically changing threat 

vectors [20]. New fraud strategies such as synthetic identity fraud are difficult to detect using traditional 

techniques [21]. Behavioural biometrics offer promising enhancements to fraud detection yet remain underutilized 

in many online systems [22]. False negatives in detection systems allow sophisticated fraud schemes to proceed 

undetected [23]. Consumers often abandon purchases when faced with complex or redundant security checks, 

decreasing sales for e-commerce platforms [24]. Transaction speed is a critical factor in e-commerce, and security 

systems that introduce latency can hinder competitiveness [25]. Many e-commerce businesses lack the resources 

to continuously upgrade their security infrastructure [26]. 

Integrating AI and real-time analytics can significantly reduce false positives and improve fraud identification 

[27]. Data lakes and advanced cloud analytics support the scalability and efficiency required by modern fraud 

prevention systems [28]. Machine learning enables pattern recognition across diverse datasets to uncover 

fraudulent behaviour [29]. Adversarial attacks can exploit weaknesses in AI-based fraud detection models, leading 

to bypasses [30]. Secure APIs and tokenization are increasingly necessary to protect sensitive data during 

transactions [31]. Device fingerprinting and geolocation data add contextual intelligence to authentication 

mechanisms [32]. Lack of regulatory compliance can lead to legal penalties and loss of consumer confidence [33]. 

Organizations must conduct regular audits and penetration tests to uncover hidden vulnerabilities [34]. Consumer 

education and awareness campaigns are critical in reducing the success rate of phishing and social engineering 

attacks [35]. The integration of blockchain offers promise in creating tamper-proof transaction records [36]. Real-

time monitoring combined with historical data profiling increases detection accuracy [37]. Multi-factor 

authentication and biometric systems represent a forward leap in transaction security [38]. 

1.1 Problem Statement 

The rapid growth of e-commerce has led to new challenges regarding the safety of online transactions [39]. 

Because traditional fraud detection systems built on static security measures and present rules cannot keep in step 

with evolving cyber threats, transactions are susceptible to identity theft and phishing [40]. The cybersecurity 

issue is compounded by new complexities in the methods of threat actors, including identity theft, phishing, and 

card-not-present fraud [41]. Cyber actors also rely on centralized data storage systems which provide them with 

single points of failure, making them excellent targets for cyberattacks [42]. Additionally, the increasing volume 

of transactions places strain on legacy security infrastructures, reducing their effectiveness and responsiveness 

[43]. The lack of real-time monitoring and adaptive detection mechanisms leaves many fraudulent activities 

undetected until significant damage has occurred [44]. Emerging fraud techniques are becoming more 

sophisticated, requiring dynamic and intelligent detection frameworks that traditional methods cannot provide 

[45]. Therefore, there is an urgent need for innovative security solutions that leverage advanced technologies to 

protect e-commerce ecosystems against evolving threats [46]. Robust integration of artificial intelligence, real-

time analytics, and behavioural analysis is essential to improve fraud detection accuracy and minimize financial 

risks [47]. Without such advancements, businesses remain vulnerable to growing cybercrime, regulatory penalties, 

and loss of customer trust [48]. Strengthening authentication mechanisms, decentralizing data storage, and using 

predictive models can significantly enhance transactional security [49]. Ultimately, safeguarding e-commerce 

transactions depends on building resilient, scalable, and adaptive security frameworks that evolve alongside 

modern threats [50]. 

1.2 Objectives of the Proposed Work 

▪ Create a cloud-based security framework utilizing AI and big data analytics to help detect fraud and 

secure e-commerce transactions. 

▪ Employ the dataset of e-commerce transactions including purchase information, payment information, 

timestamps and cybersecurity logs to develop and assess the fraud detection model. 

▪ Utilize a hybrid CNN-GRU model for anomaly detection so that both spatial and temporal transaction 

patterns can be identified to detect fraudulent activities. 

▪ Incorporate homomorphic encryption and blockchain logging methods for data integrity, unauthorized 

access protection and as a tamper-proof security method for e-commerce transactions. 
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2| Related Works 

The Secure Attribute-Based Access Control (ABAC) architecture, when combined with blockchain encryption 

and hash-tag authentication, has shown significant promise in enhancing privacy and access control within cloud 

computing systems [51]. Deep learning architectures such as bi-directional LSTM integrated with fuzzy logic and 

regressive dropout have proven effective in detecting patterns for medical condition prediction [52]. In a similar 

vein, CNN-GRU models have been employed for detecting anomalies in fraudulent transactions [53]. Within the 

e-commerce ecosystem, the integration of blockchain, IoT, and big data analytics has emerged as a disruptive 

combination, offering deep insights into customer reviews and financial behaviours through advanced AI 

algorithms [54]. Hybrid AI models have demonstrated strong performance in detecting text-based e-commerce 

fraud [55]. Additionally, privacy-preserving data analytics methods leveraging finite element modelling and 

coding dimensions have advanced secure computation practices [56]. 

Security and confidentiality in cloud computing for banking and financial sectors have been addressed using 

blockchain-based encryption techniques to maintain data integrity [57]. Cryptographic methods remain critical 

for ensuring the safety of financial transactions in cloud-based environments [58]. Optimization strategies in 

predictive analytics have proven essential in improving the effectiveness of fraud detection models [59]. Further 

studies have explored cloud adoption in software testing through fuzzy multicriteria decision-making supported 

by empirical evaluation [60]. In customer relationship management (CRM), AI plays a significant role in ensuring 

secure data handling and providing consistent multi-channel user experiences in digital platforms [61]. 

AI also contributes to material design, as shown in research on optimizing 3D printing materials for medical 

applications using computational modelling and directed energy deposition [62]. Hybrid optimization frameworks 

have significantly improved clustering and efficiency in software quality assurance [63]. Multi-modal AI 

interfaces and predictive analytics have reshaped CRM systems, reinforcing the importance of AI in real-time e-

commerce security [64]. Deep learning techniques have become instrumental in identifying digital threats, 

extending their relevance to detecting suspicious online transaction behaviour [65]. The fusion of AI and cloud 

computing enhances scalability in processing large datasets, particularly beneficial for security in modern 

applications [66]. 

Applications of cloud computing have also accelerated big data collection and analysis in domains like geoscience, 

demonstrating adaptable security solutions [67]. Real-time analytics and anomaly detection from such studies can 

be leveraged to strengthen e-commerce fraud prevention [68]. Security checker frameworks integrated with cloud 

infrastructure have enabled effective fault detection in smart systems [69]. Cloud platforms continue to be vital in 

the secure management of sensitive information, paralleling the needs of e-commerce transaction protection [70]. 

Pattern recognition and predictive modelling using AI techniques contribute directly to the timely detection of 

fraudulent activity [71]. Additionally, fuzzy logic and hybrid AI systems facilitate the fast identification of 

complex threats in financial environments [72]. 

Blockchain-based frameworks for healthcare data security also offer scalable and tamper-resistant mechanisms 

applicable to online commerce [73]. Federated learning combined with differential privacy has emerged as a viable 

approach for training secure AI models across distributed systems [74]. The integration of genetic algorithms and 

swarm intelligence into fraud detection has improved both efficiency and adaptability [75]. Secure multiparty 

computation enables privacy-preserving analytics in cloud ecosystems handling sensitive financial data [76]. 

Real-time machine learning within big data systems supports early fraud detection and proactive risk mitigation 

strategies [77]. Ensemble models further increase the accuracy and reliability of fraud detection in rapidly 

changing environments [78]. Explainable AI (XAI) enhances trust in AI-based decisions by providing 

transparency in fraud detection systems [79]. Ultimately, cybersecurity frameworks enhanced with AI and deep 

learning are critical in protecting digital commerce platforms from increasingly advanced cyber threats [80]. 

3| Proposed E-Commerce Transaction Security with Big Data Analytics in Cloud Computing 

DL and Big data analytics are employed within the proposed methodology to enhance the security of online 

transactions. To find prominent patterns, data from transactions is pre-processed normalized and transformed first 

and then features are selected using PCA. Subsequently for anomaly detection, a hybrid CNN-GRU model that 

can capture both temporal and longitudinal transaction features is employed. Finally, secure cloud-based fraud 

detection with notifications and tamper-evident security is assured through homomorphic encryption and 

blockchain audit logs.  
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Figure 1: Proposed Architecture of E-Commerce Transaction Security 

3.1 Data Collection 

E-Commerce Transactions Dataset  

E-commerce transaction data is comprised of all the elements of purchase information, payment-related 

information, moments of purchase and customer behavior trends. By comparison, cybersecurity logs capture 

potential threats to security such as a phishing attempt, fraud attempt or unauthorized access. Such datasets are 

typically collected from various security monitoring systems and cloud or internet services. A cloud-based 

architecture for big data then maintains the information for future processing and analysis. 

3.2 Data Preprocessing 

Data is cleaned, transformed and normalized to improve model efficiency. 

3.2.1 Normalization using Min-Max Scaling 

Min-max scaling is a normalizing approach that transforms data into a defined range [0,1], enhancing model 

performance. It is calculated using the formula, 

           𝑋′ =
𝑋−𝑋min

𝑋max−𝑋min
       (1) 

Were, 𝑋′ is the scaled value, 𝑋 is the original value and 𝑋max, 𝑋min are the minimum and maximum values of 

the features. This ensures that all features contribute equally to the model. 

3.2.2 Transformation 

To deal with skewed data like transaction amounts, log transformation is utilized to lessen the impact of extreme 

values. The equation, 

𝑋′ = log(1 + 𝑋)      (2) 

Smooth large variations by compressing high values while preserving data structure. This helps improve model 

stability and accuracy by reducing the effect of outliers. 

3.3 Feature Selection Using PCA 

A dimensionality reduction method called Principal Component Analysis minimizes data loss while identifying 

the most significant features. It converts the dataset into a fresh set of variance-ranked, uncorrelated principal 

components. The following provides the transformation, 

                𝑍 = 𝑋𝑊       (3) 

Were, 𝑋 is the data matrix and 𝑊 contains eigenvectors of the covariance matrix. By keeping only, the top 𝑘 

components, PCA reduces computational complexity while preserving key patterns. The top 𝑘 components 

ensuring,   
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        ∑  𝑘
𝑖=1 𝜆𝑖 ≈ 95% variance       (4) 

Were 𝜆𝑖 are the eigenvalues. 

3.4 Anomaly Detection Using CNN-GRU 

The CNN-GRU hybrid model detects fraudulent transactions by combining GRUs for sequence learning and 

CNNs for feature extraction. Convolutional filters are used by CNN to identify spatial dependencies in transaction 

data, 

   𝐹𝑖 = 𝜎(𝑊𝑓 ∗ 𝑋 + 𝑏𝑓)      (5) 

Were, 𝑊𝑓 are filter weights and 𝑋 is input data. GRU then processes sequential patterns in transaction behavior 

using, 

  ℎ𝑡 = (1 − 𝑧𝑡) ⊙ ℎ𝑡−1 + 𝑧𝑡 ⊙ ℎ̃𝑡      (6) 

This enables the model to examine both transaction attributes and time-dependent patterns to identify anomalies. 

3.5 Cloud Security with Homomorphic Encryption and Blockchain Logging 

3.5.1 Homomorphic Encryption for Secure Computation 

By preventing the need to decrypt the transaction data, homomorphic encryption protects privacy while enabling 

safe data processing in the cloud. For a transaction 𝑀, the Paillier Homomorphic Encryption Scheme uses, 

𝐶 = 𝑔𝑀mod𝑁2       (6) 

Were, 𝑀 is the transaction data, 𝑁 is the large prime number ensuring security and 𝑔 is a generator used in 

encryption. This allows computations to be performed directly on encrypted data, eliminating risks of data 

exposure. 

3.5.2 Blockchain Logging for Tamper-Proof Security 

Every transaction is documented in a blockchain ledger to guarantee transaction integrity and guard against 

unwanted changes. The SHA-256 hashing algorithm creates a distinct cryptographic hash for every transaction, 

                   𝐻(𝑇) = SHA − 256(𝑇)      (7) 

Were, 𝑇 represents the transaction data and 𝐻(𝑇) is the immutable hash ensuring data integrity. Since blockchain 

records are tamper-proof and decentralized, any attempt to modify a past transaction will be detected making it 

highly secure for e-commerce fraud prevention. 

4| Results and Discussion 

4.1 Performance Metrics of Proposed Model 

The first figure 2 displays some important metrics for evaluation, namely, F1-score which scored 99.41 percent, 

accuracy at 99.42 percent, precision at 99.58 percent and recall at 99.24 percent. These high values indicate that 

the proposed AI-based security model achieves a good balance between the detection of fraudulent transactions 

and precision and recall while minimizing false positives and false negatives. The second Figure 3 shows the false 

alarm rates of the model. At 0.405 percent, the FPR indicates that relatively few valid transactions are reported as 

fraudulent incidents. The FNR indicates the proportion of fraudulent transactions that go unreported at a rate of 

0.762 percent. The low FPR and FNR above show that the proposed method is robust and can reliably distinguish 

between both legitimate and fraudulent transactions. 
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        Figure 2: Performance of Proposed Model                   Figure 3: Performance of FPR and FNR 

4.2 Hyperparameter Tuning of Accuracy and Parameter Sets 

The change in model accuracy is due to adjustments in hyperparameters. The increase in the accuracy score from 

a value of 0.8500 in the case of Param Set 1 to 0.9942 in Param Set 5 implies improvements to the accuracy of 

the model due to hyperparameter adjustment. This trend that the prediction accuracy is improved when fine-tuning 

e-commerce transaction security model-related hyperparameters such as learning rate, the batch size of data or 

even the structure of the network itself. 

 

Figure 4: Performance of Hyperparameter Tuning 

Conclusions and Future Scope 

This is a security model driven by AI to increase the security related to e-commerce transactions using cloud 

computing and big data analytics for its operation. Data integrity and privacy were guaranteed through blockchain 

logging and homomorphic encryption and the hybrid CNN-GRU model successfully identifies temporal and 

geographical patterns in transactions. The model achieved an F1-score of 99.41 percent, accuracy of 99.42 percent, 

precision of 99.58 percent and recall of 99.24 percent considerably surpassing conventional approaches. Robust 

fraud detection was evidenced by a false positive rate of 0.762 percent and a false positive rate of 0.405 percent.  

Accuracy improved further from 85.00 percent to 99.42 percent using hyperparameter tuning. Future work will 

develop the framework to be more scalable, efficient and secure for e-commerce applications by incorporating 

real-time deployment explainable AI for interpretability, federated learning for privacy, multi-modal data fusion 

for enhancement of detection and edge computing for low latency processing. 
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