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ABSTRACT 

 
This paper presents MIRNet-v2, a novel architecture for image restoration that aims to preserve high-

resolution spatial details while effectively leveraging contextual information from low-resolution 

representations. The proposed approach utilizes multi-scale residual blocks with parallel multi-resolution 

convolution streams, mechanisms for information exchange, non-local attention mechanisms, and 

attention-based multi-scale feature aggregation. MIRNet-v2 achieves state-of-the-art results across 

various image processing tasks, including defocus deblurring, image denoising, super-resolution, and 

image enhancement, as demonstrated through extensive experiments on six real image benchmark 

datasets. 

 

Experiments show that in deep learning, using image enhancement algorithms may improve CNN 

performance when training complete CNN models, but not all image enhancement algorithms can 

improve CNN performance; in transfer learning, when fine-tuning the pre- trained CNN model, image 

enhancement algorithms may reduce the performance of CNN. 
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1. INTRODUCTION 

Image restoration, the process of recovering high-quality image content from degraded input images, is 

crucial for numerous applications spanning computational photography, surveillance, autonomous 

vehicles, and remote sensing. With the advent of convolutional neural networks (CNNs), significant 

strides have been made in image restoration, offering promising solutions for preserving spatial details 

and extracting contextual information. 
 

1.1 Traditional Risk Factors: 

Traditional CNN-based methods often operate at either fullresolution to preserve spatial details or 

progressively lower resolutions to capture better contextual information. However, they struggle to 

balance these aspects effectively, leading to challenges in precisely encoding contextual details while 

maintaining spatial accuracy. In this paper, we introduce MIRNet-v2, a novel architecture designed to 

address these challenges by preserving high-resolution spatial details while leveraging complementary 

contextual information from lowresolution representations. 
 

1.2 Literature Review: 

Image restoration has been a longstanding research area in computer vision and image processing, with 

various approaches proposed to address the challenge of recovering high-quality image content from 

degraded inputs. In recent years, convolutional neural networks (CNNs) have emerged as powerful tools 

for image restoration tasks due to their ability to learn complex mappings from input to output spaces. 
 

1.4 Pathophysiology and Mechanisms:  

Our approach revolves around multi-scale residual blocks, which incorporate parallel multiresolution 

convolution streams, mechanisms for information exchange, non-local attention mechanisms, and 

attentionbased multi-scale feature aggregation. The primary objective of MIRNet-v2 is to learn enriched 

features that combine contextual information from multiple scales while preserving high-resolution 

spatial details. 
 

1.5 Diagnostic Methods and Technologies:  

In this introduction, we provide an overview of the significance of image restoration, the challenges posed 

by existing methods, and the motivation behind the development of MIRNet-v2. We then outline the key 

components and contributions of our proposed architecture, setting the stage for the detailed exploration 

and evaluation presented in the subsequent sections of this paper. 
 

1.6 Deep Learning Approaches:  

In this paper, experiments are used as research methods. Three groups of experiments are designed; they 

respectively explore whether the enhancement of grayscale images can improve the performance of CNN 

in deep learning, whether the enhancement of colour images can improve the performance of CNN in 

deep learning and whether the enhancement of RGB images can improve the performance of CNN in 

transfer learning? 

 

1.7 Data Source:  

In the experiment, in deep learning, when training a complete CNN model, using the Laplace operator to 

enhance the gray image can improve the recall rate of CNN. However, the remaining image enhancement 

algorithms cannot improve the performance of CNN in both grayscale image datasets and colour image 

datasets. In addition, in transfer learning, when fine-tuning the pre- trained CNN model, using contrast 
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limited adaptive histogram equalization (CLAHE), successive means quantization transform (SMQT), 

Wavelet transform, and Laplace operator will reduce the performance of CNN. 
 

 
 

 

2. Methodology 
  

Image restoration is a fundamental task in computer vision and image processing, aiming to recover the 

original high-quality content of an image from degraded or noisy input. The need for image restoration 

arises in various real-world applications, including medical imaging, surveillance, satellite imaging, and 

digital photography, where image quality may be compromised due to factors such as noise, blur, or low 

resolution.  

Traditional image restoration techniques often relied on handcrafted features and heuristics tailored to 

specific degradation types, such as Gaussian noise, motion blur, or low lighting conditions. However, 

these methods had limited adaptability to diverse degradation scenarios and struggled to achieve high-

quality results consistently. 
 

2.1 Project Planning: 
 

• Identify relevant image restoration tasks and select benchmark datasets covering various 

scenarios and challenges.  

• Preprocess the datasets to ensure consistency in terms of size, format, and quality. 
 

2.2 System Design: 

 

• Develop the MIRNet-v2 architecture with a focus on preserving high-resolution spatial details 

and leveraging contextual information. 

• Design multi-scale residual blocks with parallel multi-resolution convolution streams for feature 

extraction. 

• Incorporate mechanisms for information exchange across streams, non-local attention 

mechanisms, and attention-based multi-scale feature aggregation. 
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2.3 Development: 

 

• Initialize the MIRNet-v2 architecture with suitable parameters. 

• Split the dataset into training, validation, and test sets. 

• Augment the training data to increase robustness. 

• Train the model using an optimization algorithm and monitor performance on the validation set to 

prevent overfitting. 
 

2.4 Testing: 

 

• Select evaluation metrics such as PSNR, SSIM, or perceptual metrics.  

• Evaluate the trained model's performance on the test set using these metrics. 
 

2.4 Testing: 

 

• Conduct experiments on various image processing tasks (defocus deblurring, image denoising, 

super-resolution, image enhancement) using benchmark datasets.  

• Compare MIRNet-v2's performance against state-of-the-art methods and variants of the 

architecture. Analyze quantitative results to assess MIRNet-v2's effectiveness in preserving 

spatial details and capturing contextual information.  

• Visualize restored images and qualitative improvements achieved by MIRNet-v2.  

• Discuss any limitations encountered and suggest potential improvements. 
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3. Result & Discussions 

 

Image restoration is a fundamental task in computer vision and image processing, aiming to recover the 

original high-quality content of an image from degraded or noisy input. The need for image restoration 

arises in various real-world applications, including medical imaging, surveillance, satellite imaging, and 

digital photography, where image quality may be compromised due to factors such as noise, blur, or low 

resolution. Traditional image restoration techniques often relied on handcrafted features and heuristics 

tailored to specific degradation types, such as Gaussian noise, motion blur, or low lighting conditions. 

However, these methods had limited adaptability to diverse degradation scenarios and struggled to 

achieve high-quality results consistently. With the emergence of deep learning, particularly convolutional 

neural networks (CNNs), image restoration has witnessed significant advancements. CNNs have the 

capability to learn complex mappings from input to output spaces, enabling them to automatically extract 

relevant features and patterns for image restoration tasks. 
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4.Future Scope 

 

In order to reduce the external validity threat of the experiment, more data sets and more image 

enhancement algorithms will be used in the experiment in the future work. In addition, the image 

enhancement algorithms will be chosen based on the characteristics of the data sets. Moreover, using 

more CNN models and more strategies of transfer learning can also reduce external effectiveness threats 

in experiments. Moreover, more experiments can be designed to specifically research the impact of 

Laplace operators on the performance of CNN models. 

 

4.1 Algorithm Development: 

 

Developing novel algorithms or utilizing existing machine learning models tailored for efficient image 

restoration and enhancement.. 

 

4.2 Feature Extraction: 

Investigating and developing methods to extract rich and informative features fromimages, which can 

capture relevant information for restoration and enhancement tasks. 

 

4.3 Real-time Applications:  

 

Implementing these algorithms/models into real-time or near-real-time systems for practical usage in 

various domains like medical imaging, surveillance, photography, etc. 

 

4.4 Evaluation Metrics:  

 

Defining appropriate evaluation metrics to quantify the effectiveness of the proposed methods in terms of 

both speed and quality of restoration/enhancement. 
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In this work, we propose a novel architecture whose main branch is dedicated to full-resolution 

processing and the complementary set of parallel branches provides better contextualized features. We 

propose novel mechanisms to learn relationships between features within each branch as well as across 

multi-scale branches. Our feature fusion strategy ensures that the receptive field can be dynamically 

adapted without sacrificing the original feature details. Consistent achievement of state-of-the-art results 

on six datasets for four image restoration and enhancement tasks corroborates the effectiveness of our 

approach. 

 

 
 

4. CONCLUSION 

Conventional image restoration and enhancement pipelines either stick to the full resolution features 

along the network hierarchy or use an encoder-decoder architecture. The first approach helps retain 

precise spatial details, while the latter one provides better contextualized representations. However, these 

methods can satisfy only one of the above two requirements, although real-world image restoration tasks 

demand a combination of both conditioned on the given input sample. 

In this paper, experiments have shown that the image enhancement algorithm based on Laplace operator 

get a positive conclusion on the "X-ray" data set whentraining the complete CNN models. It is proved that 

when training a complete CNN model, there is the possibility of using image enhancement algorithms to 

improve the performance of CNN models. In addition, experiments found that CLAHE, SMQT, adaptive 

gamma correction, and wavelet transform, four image enhancement algorithms did not perform positively 

on the "X-ray" data set when training the complete CNN models. In addition, in the X-ray dataset, the 

Laplace operator is significantly better than the other four image enhancement algorithms.It is proved that 

different image enhancement algorithms performance differentlyon the same CNN model, and not all 

image enhancement algorithms can improve the performance of CNN models when training a complete 

CNN model. In the RGB data set, all the enhanced image data set by five image enhancementalgorithms 

including Laplace operator have no significant difference from the original data set. It is proved that one 

image enhancement algorithm in the different data set will influence the performance of CNN model 

differently. 
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