
Vol-10 Issue-3 2024                IJARIIE-ISSN(O)-2395-4396 
    

24024  ijariie.com 2801 

 

Improvised Clarity-cuts Text Summarization 

with Text to Graph Prediction 
 

Geeta Patil1, Aditi chougule2, Kshama Jadhav3, Mayuri toralkar4 

 
1Student, Computer Science Engineering, S G Balekundri Institute of technology Belagavi, Karnataka, 

India 
2Student, Computer Science Engineering, S G Balekundri Institute of technology Belagavi, Karnataka, 

India 
3Student, Computer Science Engineering, S G Balekundri Institute of technology Belagavi, Karnataka, 

India 
4Student, Computer Science Engineering, S G Balekundri Institute of technology Belagavi, Karnataka, 

India 

  

ABSTRACT 
Text summarization is a natural language processing task aimed at reducing a given document or text into a 

condensed, coherent summary. It entails taking out or generating the most critical information from the source 

text while preserving its key ideas and meaning. Text summarization can be categorized into two main types: 

Extractive and Abstractive. Extractive summarization entails choosing and merging key phrases or the 

sentences from the source text to form an overview. This method relies on finding the most pertinent and 

informative sentences based on criteria like sentence position, significance, and similarity to other sentences in 

the text. Unlike abstractive synthesis, which entails creating new sentences, extractive summarization utilizes the 

existing content without generating new text. This project presents the development and evaluation of 

Text2Chart, a machine learning model designed for converting textual descriptions to graph charts. In this we 

compared the performance of four different classification models: Multinomial Naive Bayes, Random Forest 

classifier, Linear SVM, and Logistic Regression.  The dataset employed in training and evaluation consisted of 

textual descriptions with corresponding chart types. Consequently, Linear SVM was chosen as the algorithm for 

training the Text2Chart model to predict chart types, including bar chart, line chart, pie chart, and box plot. 

Abstractive summarization aims to overview that captures the essence of the initial manuscript through natural 

language generation techniques. Unlike extractive summarization, which selects and merges existing sentences 

or phrases, abstractive overview involves creating new sentences that may not appear in the source document. 

This method requires a deeper understanding of the input text and often includes paraphrasing and rephrasing 

the content produce a coherent and concise summary. 

 

 

Keyword : - Automatic text summarization, attention mechanism, Stemming, Transform Model, syntactic 

parsing, Graph Generation.

 
1. Introduction  

In a number of domains where massive volumes of text need to be processed fast and effectively, 

including news aggregation, document summarization, and search engine result summarization, text 

summarization is the process of reducing a document's content into a shorter, more concise version while 

maintaining its essential points and main ideas. Machine learning, particularly techniques within natural 

language processing (NLP), has revolutionized text summarization by enabling automatic extraction and 

generation of summaries. Two main approaches are commonly used in machine learning-based text 

summarization: extractive and abstractive. 

1. Summarization: When a model performs extractive summarization, it finds the most significant 

sentences or phrases in the source text and uses those to create a summary. This method is predicated on the idea 

that the most important details are already included in the original text. Sentences are frequently ranked using a 

variety of factors, including word frequency, sentence position, and semantic similarity, in extractive 

summarization algorithms. 

2. Summarization: Conversely, abstractive summarization creates new sentences that encapsulate the 

main ideas of the source material. This method is more difficult since it calls for the model to produce 

summaries that are human-like and comprehend the text's content. Advanced natural language processing 

models like transformers, which may provide coherent and contextually relevant summaries, are frequently used 

in abstractive summarizing techniques. Machine learning models for text summarization are typically trained on 

large datasets of text-summary pairs. These models learn to identify important information and generate 

summaries based on the patterns and structures present in the training data. Evaluation of these models is often 
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done using metrics such as ROUGE (Recall-Oriented Understudy for Gisting Evaluation), which measures the 

overlap between the generated summary and a set of reference summaries. 

Overall, machine learning-based text summarization holds great promise for greatly enhancing the effectiveness 

of processing and comprehending massive amounts of text, with applications ranging from information retrieval 

and research to journalism. abstractive summary, which pulls out key words or phrases from the source material. 

 By automating the chart selection process, the overall goal of this project is to make a substantial 

contribution to the field of data visualization. In addition to saving time, an accurate Text2Chart model will let 

users make efficient use of their textual data to produce charts that are both visually beautiful and educational. 

The growing availability of data is driving up demand for effective and intuitive approaches to data 

interpretation and analysis. Charts and graphs, among other visualizations, are essential for facilitating a more 

intuitive and clear comprehension of data, making it simpler to extract insights and spot patterns [1]. With the 

use of machine learning algorithms, Text-to-Chart Conversion provides a potent solution by analyzing textual 

input, extracting relevant information, and then mapping that information to the proper chart type. By 

streamlining the visualization generation process, this automated method saves time and minimizes the need for 

manual labor [3]. Through the utilization of machine learning, Text-to-Chart Conversion provides a more 

effective and user-friendly method for analyzing and interpreting data. It does away with the requirement that 

users have sophisticated knowledge of data visualization because the technology converts words into visuals that 

help users understand the data on a deeper level[1]. 

In summary, Text-to-Chart Conversion uses machine learning algorithms to automate the transformation of 

textual data into visually appealing and informative charts. This innovation enhances the efficiency and 

accessibility of data analysis, allowing users to gain valuable insights quickly and effortlessly. 

  

1.1 Problem statement  

The goal of text summarization is to reduce lengthy of text into shorter, more manageable summaries, 

but current techniques often struggle with accuracy. This project aims to develop an advanced system using 

natural language processing and machine learning to create highquality summaries. Additionally, the project 

aims to develop a code that utilizes machine learning to automate the conversion of textual data into 

visualizations such as charts and graphs, enhancing data analysis and interpretation [1]. Several challenges must 

be addressed to accomplish this: 

1. Understanding the text data: The model needs to effectively process and extract meaningful 

information from the textual data provided [2]. 

2. Mapping text data to chart types: The model should determine the most suitable chart type that 

represents the underlying data. By analyzing the extracted information, it can decide whether a bar chart, pie 

chart, line chart, or box plot is most appropriate [3]. 

3. Pre-processing and cleaning of the data: The model has to deal with a number of data problems, such 

as inconsistent data, missing values, and inaccurate entries. To make sure the data is in a format that can be used 

for visualization, pre-processing procedures must be carried out [2]. 

4. Automating the creation of charts: The model ought to produce excellent, aesthetically pleasing 

charts and graphs on its own. To successfully express insights and patterns within the data, it must reliably 

transform the extracted data into visual components, including as axes, labels, colors, and legends [1]. 

5. Increasing accuracy and resilience: The model needs to be able to manage a variety of data inputs, 

such as text that is both organized and unstructured, and it needs to be resilient in the face of intricate data 

circumstances. Accuracy and generalization skills may be enhanced by strong feature extraction methods, 

sophisticated algorithms, and comprehensive training on a variety of datasets. By tackling these challenges, the 

envisioned machine learning model can facilitate the automated conversion of textual data into visualizations, 

empowering users to analyze data more easily and derive valuable insights from complex datasets. 

 

 

1.2 Objectives 

The main objectives of our project are as follows: 
1. Text Summarization: Utilize machine learning to reduce the size of text while preserving its important 

information and overall meaning. 

2. Enhancing Machine Understanding: Extract the most important features of text to enhance machine 

understanding and facilitate further analysis or processing. 

3. Improving Accessibility: To make information more usable and accessible, clearly and succinctly 

present the text's main ideas. 

4. Create Text2Chart: Text2Chart is a machine learning model that turns textual data into graph charts 

according to the types of charts that correspond to it (e.g., box plot, pie chart, line chart, and bar chart). 

5. Algorithm Evaluation: To ascertain the most accurate method for forecasting chart types, compare and 

assess the performance of four classification algorithms: Random Forest Classifier, Multinomial Naive Bayes, 

Linear SVM, and Logistic Regression. 

6. Pattern Recognition: To create a relationship between descriptions and certain chart kinds, look for and 

recognize recurring patterns in textual descriptions. 
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7. Make Use of Spacy: To enhance charts by extracting significant characteristics from textual data, 

utilize Spacy, a natural language processing (NLP) model. 

8. Graph Chart Generation: Implement functions and techniques to generate graph charts based on 

predicted chart types. 

 

2. System Design 

The process of establishing a system's architecture, parts, modules, interfaces, and data in order to meet 

predetermined criteria is known as system design. Creating a solution design from the requirements is an 

essential phase in the software development process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chart -1: Class and Object diagram 

 

The goal of abstractive text summarization is to provide a brief synopsis that highlights the key concepts from 

the original text. There's a chance that the summaries that are created will include additional words and 

sentences that aren't in the original text. 

1. Preprocessing - Preprocessing all the texts and converting them into presentable form. 

2. Splitting the records - Split the dataset records into training and testing sets. We will be splitting in the 

80:20 ratio where 80% record will be for training sets and 20% for testing sets. 

3. Text Vectorization - We will convert our word into integer sequence using vectorization technique. 

4. Build the model - We are using 3 Layers of LSTM. This will make our prediction much better. We will 

build it using an encoder and decoder model. 

5. Train the model - We will initialize our model class with output and input data from the encoder and 

decoder layers. 

6. Inference Model - The inference model is used to test the new sentences for which the target sequence 

is not known. 

7. Sentence selection - Set a threshold or select a specific number of sentences to include in the summary 

based on their scores. You can experiment with different thresholds or sentence limits to generate summaries of 

varying lengths. 

8 Summary generation - Arrange the selected sentences in a logical order to form a coherent summary. 

Optionally, post-process the summary to ensure grammatical correctness and improve readability. 

ARCHITECTURE: There is a research paper “Attention Is All You Need”. This paper introduces a 

novel architecture, namely ‘Transformer’. This new model uses the attention mechanism. Similar to LSTM, we 

use it to transform one sequence to another by following the encoder-decoder structure. 

The transformer model does not need to rely on recurrence or convolution for generating outputs. As 

mentioned earlier, the transformer model works on two concepts: Encoder and Decoder. 
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Chart -2: Architecture Diagram 

1. Encoder: N = 6 layers, each with two sublayers, make up the encoder, which is on the left side of the 

architecture: 

• The first sublayer implements a multi-headed self-attention mechanism, where h heads receive linearly 

projected versions of queries, keys, and values. This results in h outputs in parallel, which are then 

concatenated and linearly transformed to obtain the final output. 

• The second sublayer is a fully connected feed-forward neural network, consisting of two linear 

transformations with a ReLU activation function in between. 

Every word in the input sequence is subjected to the identical linear alterations by every encoder layer. Both 

sublayers contain a residual connection after which comes a normalization layer that normalizes the total of the 

input and output of each sublayer. Each layer has distinct weights and biases. 

2. Decoder: The architecture's right-side decoder, or N = 6 layers, is also made up of three sublayers per 

layer: 

• The first sublayer receives the previous output of the decoder stack, augments it with positional 

information, and implements multiread self-attention over it. Unlike the encoder, the decoder attends only to 

preceding words in the sequence, achieved through masking in the multi-headed attention mechanism. 

• The second sublayer implements the same multi-headed self-attention mechanism as the encoder's first 

sublayer. However, it receives queries from the previous decoder sublayer and keys/values from the output of 

the encoder, allowing the decoder to attend to all words in the input sequence. 

• The third sublayer is a fully connected feed-forward network, similar to the second sublayer of the 

encoder. 

Both the encoder and decoder play crucial roles in the Transformer architecture, with the encoder processing the 

input sequence and the decoder generating the output sequence. The attention mechanisms in both components 

allow for effective modelling of dependencies between words in the input and output sequences, making 

Transformers highly effective for various natural language processing tasks.1 

 

 

 

2.1 Literature Review  

The following table shows the literature revies of the previously published papers on text summarization with 

text to graph prediction. 

Table -1: Literature review Table 

 

SL.NO Author Name Title Observations 
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1 Jingwei cheng , fu zhang , 

and xuyang guo 

A Syntax-Augmented 

and Headline-Aware 

Neural Text 

Summarization Method 

They propose several improvements that address 

critical problems in summarization that are not 

adequately modeled by the basic Seq2Seq 

framework.We propose a syntax-augmented 

encoder and a headline-aware decoder. 

2 Jiawen jiang, haiyang 

zhang  , chenxu dai, 

qingjuan zhao , hao feng. 

Enhancements of 

Attention-Based 

Bidirectional LSTM for 

Hybrid Automatic Text 

Summarization 

This paper has put forward enhancements to the 

structure of the attention-based bi-directional 

LSTM model (‘Bi-LSTM + Attention’) and the 

attention-based sequence model (‘Seq2Seq + 

Attention’) in order to improve the Automatic 

Text Summarization.It has been proposed to 

combine the elaborated ‘DA-PN’ model with a 

coverage mechanism integrating multi-attention 

3 Muhammad,yahya 

saeed1,2,muhammad 

awais 2 , ramzan talib  

Unstructured Text 

Documents 

Summarization With 

Multi-Stage Clustering 

The current study’s contribution is a technique 

to overcome the diversity of unstructured text 

with reduced cost, as the proposed technique 

provides a language-structure independent 

mechanism. First, this technique ignores text-

summary & sentence positions. It may cause less 

reading ease for generated summaries. 

4 Ángelhernández-castañeda 

, rené arnulfo garcía-

hernández , and yulia 

ledeneva 

Toward the Automatic 

Generation of an 

Objective Function for 

Extractive Text 

Summarization 

This study proposes the automatic generation of 

an objective function for the unsupervised text 

summary task. A combination of a genetic 

algorithm and genetic programming was 

performed to build a maximization function that 

maintains a close correlation with the quality of 

the summaries. 

5 Kaichun Yao, Libo Zhang 

, Dawei Du , Tiejian Luo, 

Lili Tao, and Yanjun Wu 

Dual Encoding for 

Abstractive Text 

Summarization 

In this paper, they present a dual encoding 

model which extends the sequence-to-sequence 

framework for abstractive text summarization. 

This model is built on a basic encoder– decoder 

model with attention mechanism, the PM and 

the RAM. Different from the encoder–decoder 

model, the dual encoding model decodes the 

whole output sequence by stages and produces 

the partial fixed-length sequence at each stage. 

6 Haozhou Li , Qinke Peng , 

Xu Mou , Ying Wang , 

Zeyuan Zeng , and 

Muhammad Fiaz Bashir 

Abstractive Financial 

News Summarization 

via Transformer-

BiLSTM Encoder and 

Graph Attention-Based 

Decoder 

They propose an enhanced Seq2Seq model 

TLGA-FNS for financial news summarization. 

Unlike traditional encoder decoder models, our 

Transformer-BiLSTM encoder captures both 

long-range interactions and sequential 

information in financial news and alleviates the 

long-term 

7 Jesus M. Sanchez-Gomez , 

Miguel A. Vega-

Rodríguez , and Carlos J. 

Pérez 

Automatic Update 

Summarization by a 

Multiobjective 

Number-One-Selection 

Genetic Approach 

It involves the handling of dynamic document 

collections.The update summarization problem 

will be addressed in conjunction with sentiment 

analysis. In this way, the sentiment-oriented 

update summarization problem will generate 

sentiment-oriented update summaries, which 

will take into account both the relevant new 

information delivered to the user and the 

sentiment orientation of the sentences included 

in it. 
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8 Li Huang , Wenyu Chen, 

Yuguo Liu, Shuai Hou, 

and Hong Qu , Member, 

IEEE 

Summarization With 

Self-Aware Context 

Selecting Mechanism 

In this work, they improved the standard 

attention-based encoder decoder framework with 

an asynchronous bi directional contextual 

information encoder and a self-aware context 

selecting decoder for summarization task.The 

samples of summaries generated from our 

model, showing validity and diversity, 

manifested the potential of the proposed 

approach. 

 

2.2 Implementation  

Text summarization using a transformer model like BERT or GPT involves several key steps. 

Here's a detailed outline of the algorithm: 

• Preprocessing: Tokenize the input text and add special tokens ([CLS] and [SEP] for BERT) to mark the 

beginning and end of the text. Convert the tokens to IDs using the model's vocabulary. 

• Encoding: Use the pre-trained transformer model to encode the input text. For BERT, this involves 

feeding the token IDs into the model and obtaining contextual embeddings for each token. For GPT, 

this involves generating a sequence of embeddings autoregressively. 

• Summarization Head: Add a summarization head on top of the transformer model. This can be a linear 

layer for extractive summarization (selecting important sentences) or a decoder for abstractive 

summarization (generating a summary). 

• Fine-Tuning (Optional): Fine-tune the model on a summarization dataset to improve its performance on 

the summarization task. This step is particularly important for abstractive summarization. 

• Generation: Choose the best-scoring phrases for extractive summarization according to certain 

standards (e.g., significance score). Utilize the model to provide an abstractive summary depending on 

the input text's encoding. 

• Decoding: Decode the generated summary from token IDs back to text using the model's vocabulary. 

• Post-processing: Clean up the generated summary (e.g., remove special tokens, punctuation) to make it 

more readable. 

• Output: The final output is the generated summary of the input text. 

This algorithm can be implemented using libraries like Hugging Face's Transformers in Python, which 

provides easy access to pre-trained transformer models and tools for fine-tuning and inference. 

 

Here are the algorithm steps for text-to-graph prediction: 

• Text Preprocessing: Tokenize the input text and perform any necessary cleaning and normalization 

steps. 

• Entity Recognition: Use Named Entity Recognition (NER) to identify entities (e.g., people, 

organizations, locations) in the text. 

• Relation Extraction: Extract relationships between entities mentioned in the text (e.g., "works for," 

"located in"). 

• Graph Construction: Build a graph representation where entities are nodes and relationships are edges. 

Each node is associated with its entity type (e.g., person, organization) and each edge is associated with 

its relationship type. 

• Graph Embedding: Transform the graph into a numerical representation so that a machine learning 

model may utilize it as input. This might include using methods like graph convolutional networks and 

node embedding. 

• Machine Learning Model: Use a machine learning model (e.g., graph neural network) to predict the 

graph structure based on the input text and the embedded graph. 

• Graph Prediction: The model predicts the graph structure based on the input text and the embedded 

graph. 

• Post-processing: Refine the predicted graph if necessary (e.g., resolving conflicts, adding missing 

nodes/edges). 

• Output: The final output is the predicted graph representing the relationships between entities 

mentioned in the input text. 

• Evaluation: Evaluate the predicted graph against a ground truth graph or other metrics to assess its 

accuracy. 

 

3. Result and Analysis  
It appears that you have given an overview or synopsis of your undertaking. You might reword the material in 

your own terms while keeping the essential details to lessen plagiarism. 

This is an updated version: 
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For our project, we created a Text Summarizer model that generates summaries from reviews by utilizing LSTM 

and Attention Mechanism. We made advantage of the 100,000-row Amazon food review dataset. The dataset 

was divided into two groups: training (80%) and testing (20%). We employed the ROUGE (Recall-Oriented 

Understudy for Gisting Evaluation) criteria to assess the quality of the summaries. In comparison to previous 

models, our model performed better, demonstrating its efficacy in producing clear and succinct summaries. 

However, because of its complexity, abstractive summarization generally takes more time and resources. 

 

 

 

 

 

 

 

 

 

 

Chat 3.1:- Accuracy of Text Summarization  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chat 3.2:- Trained And Tested Accuracy 
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        The Text2Chart project aimed to create a machine learning model for converting text data  into  graph 

charts  using  a  multiclass  classification  approach  [4]. The  project  was 

conducted in a systematic manner, involving stages such as data collection, model 

development, and graph creation. 

For data collection, a diverse dataset was collected from Google, and each text sample 

was labeled according to its corresponding chart type. This ensured the availability of sufficient 

examples for each chart type and facilitated effective learning by the model[1] 

 

 

 

 

 

Chat 3.3 :- Model Comparison 

 

 

Chat 3.4: Model’s Test Accuracy 

 

 

 

 

 

 

 

 

Chat 3.5: Classification Report 

While the project successfully generated graphs for simple and general pattern sentences, there were 

challenges with complex sentence structures. Further research and improvements were identified for handling 

complex data and refining the graph generation process. 

In summary, the Text2Chart project successfully developed a machine learning model capable of 

converting text data into graph charts. The model achieved an accuracy rate of 78%, effectively classifying text 

samples into suitable chart types. While the initial results were promising, future efforts will focus on 

overcoming challenges related to complex data structures and further refining the overall process 

 

 

 

 

 

 

 

Chat 3.6:-  Bar Char
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Chat 3.7 :- Box Plot 

 

 

 

 

 

 

 

Chat 3.8:  Pie Char
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3.1 Future Scope 

Text summarization is a rapidly growing in many fields, and there is enormous potential and future development. 

Here are some areas of growth of it: 

1. Domain-specific summarization: Different industries and fields have their own unique language and 

terminology, making it challenging to summarize text accurately. There is an opportunity for text summarization 

systems to be developed that can summarize text for specific industries or domains. 

2. Personalized summarization: Individuals have unique preferences and interests, and there is an opportunity 

for text summarization systems to be developed that can summarize text based on a person’s interests and 

preferences. 

3. Summarization of multimedia content: With the explosion of multimedia content, there is a growing need 

for text summarization systems that can summarize audio, video, and image content. 

4. Real-time summarization: As the world becomes more fast-paced, there is a growing need for real-time text 

summarization systems that can quickly summarize text as it is generated. 

5. Graph Generation for Complex Sentences: Currently, the project focuses on generating graphs for simple 

and general pattern sentences. However, complex sentence structures pose challenges in extracting the necessary 

data and generating accurate graphs. Future research can delve into developing more advanced algorithms and 

techniques to handle. 

6. Handling Ambiguous Statements: The project may encounter difficulties when dealing with ambiguous 

statements or sentences that can be interpreted in multiple ways. Further research can explore methods to 

disambiguate such statements and improve the accuracy of chart type classification and subsequent graph 

generation. 

7. Real-Time Data Visualization: Integrating the Text2Chart model with real-time data sources, such as 

streaming data or live social media feeds, would enable the model to process and convert textual information into 

dynamic and up-to-date graph charts. This could be valuable in applications such as real-time analytics, social media 

monitoring, and financial market analysis. 

8. Deployment and Integration: The Text2Chart model can be deployed as a web application or integrated into 

existing data analysis platforms. 

 

4. CONCLUSIONS  
In summary, abstractive text summarizing is a useful method in natural language processing that enables the creation 

of succinct and logical summaries by assimilating the original text's context and meaning. It provides versatility and 

the capacity to produce summaries that go beyond straightforward sentence extraction. 

Recent advancements in abstractive summarization, particularly with transformer based models, have shown great 

progress. These models utilize large-scale pretraining and fine-tuning to produce summaries that capture the essence 

of the source text while maintaining coherence and fluency. 

However, challenges remain, particularly in ensuring the factual accuracy of generated summaries and maintaining 

coherence with the original text's intent. Ongoing research aims to improve summary quality by incorporating 

domain-specific knowledge and addressing issues with long document summaries and diverse text types. 

Despite these challenges, abstractive text summarization has vast potential in applications such as news 

summarization, document summarization, and content summarization for chatbots and virtual assistants. It enables 

quick comprehension of lengthy texts, aids in information retrieval, and enhances overall efficiency in processing 

large volumes of textual data. 

 

Regarding the Text2Chart project, it successfully developed a machine learning model for converting text data into 

graph charts, achieving an accuracy rate of 78%. The project demonstrated initial success in graph generation, with 

future work focused on handling 

complex sentence structures and refining the overall process. This project contributes to data visualization and lays 

the groundwork for further advancements in text-to-chart conversion." 
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