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Abstract 
In this article, we present a Multi-task Learning Approach for Image Captioning (MLAIC), which is motivated 

by the observation that humans can easily complete this task since they are skilled in a variety of disciplines. 

MLAIC is made up of three essential parts in particular:(i)A multi-object classification model that learns 

detailed category-aware picture representations by employing a CNN image encoder (ii) An image captioning 

model that generates text descriptions of images by sharing its CNN encoder and LSTM decoder with the object 

classification task and the syntax that learns better syntax aware LSTM based decoder.The added object 

classification and grammar knowledge is especially generation task, respectively. (ii) A syntax generation 

model that improves syntax aware LSTM based decoder. (iii) A syntax generation model advantageous for the 

picture captioning model.The experimental outcomes on the MS-COCO dataset show that our model 

outperforms other formidable rivals in terms of performance. 

 

1. INTRODUCTION 

Humans are inherently multi-tasking cognitive creatures, which explains their exceptional ability to verbally 

describe a visual. Humans have acquired those talents since infancy by adapting to understand the 

complicated outside environment through several channels of observation and communication, rather than 

just learning to accomplish a single activity. They receive training by executing a variety of pertinent 

activities simultaneously in order to build a strong foundation of knowledge and abilities for comprehending 

and describing scenarios. Studying all pertinent activities that lead to a machine intelligence's growth is a 

crucial first step if one hopes to build one that mimics the vast array of human skills In this might provide a 

phrase that reliably and appropriately describes an image in a more satisfying manner. Based on this finding 

and the Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence (IJCAI- 

18), we think a multi-task learning framework can assist study, we construct a computerised picture 

captioning agent that can also handle a few other related tasks. We are inspired by the notion that a cognitive 

AI is by nature multi-tasking. A crucial task in computer vision and natural language processing is image 

captioning, which involves creating a phrase that describes the key elements of a picture. [Bernardi et al., 
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2016] In recent years, it has frequently been tackled using a supervised learning framework, which involves 

gathering human- produced samples and building models based on matching the generated text to the 

gathered annotations. We assume that such learning frameworks have limited theoretical success in two 

dimensions. First off, the difficulty of the problem can only be understood by the model built from the data 

collected in relation to the degree of complexity of the instances given. The dataset is essentially a finite 

collection, hence the complexity that is shown should be kept to a minimum.Second, many characteristics of 

the structured output that have not been prioritised in the traditional evaluation metric for picture captioning, 

such as object categories and syntax of produced sentences, are frequently not sensitive to the loss function 

employed in numerically optimising the model.In fact, our research demonstrates how providing the 

learning framework with more pertinent data and objectives may be advantageous in both respects. 

Although the concept of multi-task learning is not new in the field of machine learning, it frequently remains 

a difficult step in the development of empirically effective systems. We contend that it basically supports the 

argument for developing a successful picture captioning system. In an ablation study of our models (see Table 

1), a model that is not aware of the sentence syntax may produce a sentence that is incompletely describing a 

picture; a model that is 

to carry out another duty of syntax annotation. The goal of co-training is to make up for the standard 

framework's unable to recognise all objects presented may produce a sentence that is incompletely describing a 

salient object in the image. However, a better system with components that have been trained on several related 

tasks simultaneously a captioning system perform better in ways that can't be quantified by traditional 

evaluation measures. 

Our method generates picture captions by taking use of the encoder decoder framework's recent breakthroughs 

[Karpathy and Fei-Fei, 2015; Vinyals et al., 2015]. This framework's basic principle is to employ a 

convolutional neural network (CNN) as an encoder to extract features that correspond to the visual 

understandings of an input picture, and then feed the feature vector to a recurrent neural network (RNN)-based 

decoder to produce image captions. In this research, we suggest further regular isationsutilising multi-task 

learning, sharing this common framework with other comparable techniques. First, co-training to execute a 

second job of multi-object classification regularises our CNN encoder.Second, [Nadejde et al., 2017] our RNN 

decoder is additionally regularised using the co- training lack of an image caption regularisation requirement 

rather than to obtain the highest performance on these auxiliary tasks. Following is a summary of our key 

contributions: 

• To jointly train the job of picture captioning and two additional related tasks, multi-object categorization 

and syntax generation, we present MLAIC, a multi-task learning system.The auxiliary tasks improve the 

CNN encoder and RNN decoder in the image captioning model. In particular, 

1. Multi-object classification co-trained with image captioning aims to build an object-rich image encoder 

and enhances the accuracy of identifying contextual information of an image. 

2. Under carefully monitored experimental conditions, the differences in caption language and style in 

relation to several object categories are investigated. 

3. From a language modelling standpoint, the RNN decoder is capable of utilising word-level grammar to 

produce high-quality captions. It eliminates the problems caused by repeated words and unfinished phrases. 

• According to both the findings of the offline Karpathy test split and the online server assessment, MLAIC 

performs remarkably well on the widely used MSCOCO dataset. 

 

2. RELATED WORK 

 
A difficult task is to produce written descriptions from photographs. The majority of current methods, 

benchmark datasets, and assessment metrics for picture captioning were thoroughly reviewed by Bernardi et 

al. in their 2016 paper. 

Deep neural network technology has recently made significant improvements that have significantly 

enhanced the process of picture captioning. A common method for creating captions for images is to 

combine CNN and RNN [Karpathy and Fei-Fei, 2015; Vinyals et al., 2015], where CNN is used to extract 

the compact representational vector of the entire image and RNN is used to create the language model that 

will be applied to the representational vectors to create captions.The fundamental encoder- decoder 

structure has been shown to benefit greatly from visual attention. When creating visual descriptions, for 

instance, Xu et al. [2015] proposed an attention-based approach that automatically learns where to attend. The 

CNN's final convolutional layer's feature map is reweighted by the attention as a function of spatial 

probabilities.In order to encode where (i.e., attentive spatial locations at various layers) and what (i.e., 

attentive channels) the visual attention was, Chen et al. [2017] dynamically varied the sentence production 

context in multi-layer feature maps.The integration of the encoder-decoder architecture with reinforcement 
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learning paradigms for picture captioning has attracted growing interest [Liu et al., 2016; Rennie et al., 

2016; Zhao et al., 2017]. For instance, Liu et al. [2016] used the policy gradient (PG) approach to directly 

optimise a linear combination of the SPICE and CIDEr metrics, where the SPICE score made sure the 

captions were syntactically fluid and the CIDEr score made sure they were semantically loyal to the 

picture.A self- critical sequence training (SCST) technique using the well-known REINFORCE algorithm 

was put out by Rennie et al. in 2016.By training a task concurrently with related tasks, multi-task learning is a 

valuable learning paradigm to increase a task's ability to be supervised and generalised [Caruana, 1998].By 

combining the video caption decoder with outside language models, Venugopalan et al. [2016] investigated 

linguistic enhancements. By combining 
their expertise with two related directed generation task in computer vision and natural language processing 
is image captioning, which involves creating a sentence expressing the key elements of an image [Bernardi et 
al., 2016].In recent years, it has frequently been tackled using a supervised learning framework, which 
involves gathering samples created by humans and building models based on matching the generated text to 
the annotations gathered. Such learning frameworks, in our opinion, have limited potential in two aspects. First 
off, the model built using the data gathered can only understand how complicated an issue is based on how 
complex the instances are.The stated complexity should be kept to a minimum because the dataset is 
essentially a finite collection. Second, many characteristics of the structured output that have not been 
highlighted in the traditional evaluation metric for picture captioning, such as object categories and syntax of 
produced sentences, are frequently not sensitive to the loss function employed in numerically optimising the 
model. Actually, our research demonstrates that providing the learning framework with more pertinent data 
and objectives might be beneficial in both aspects. 

 
 

4. PROPOSED SYSTEM 

 
For the object classification of a picture x, we have the equation y

o
= y

o
 1, y

o
 2,..., y

o
 C, where y o I = 1 if item I is 

annotated in this image; otherwise, y
o
i= 0, and C 

is the number of object categories.When captioning a picture, we use the formula y
w
 = y

w
 , y

w
 ,..., y

w
 

   tasks a  temporally-directed   unsupervised   video prediction task and a logically-directed language    
entailment generation job Pasunuru and Bansal [2017] enhanced video captioning. 

Our approach   is   different   from   the   methods mentioned above. In order to enhance the performance of 
both the CNN encoder and LSTM decoder, we execute image captioning using multi- task learning, which 
exchanges knowledge with three related tasks: multi-label classification, image captioning, and syntax 
creation. 

 

3. EXISTING SYSTEM 

 
In this research, we construct a computerised picture captioning agent that can also carry out a few other 

related tasks. We are inspired by the notion that a cognitive AI is by nature multi-tasking. A important where 

T is the length of the series, to represent the image description. For syntax generation, the combinatory 

category gramma (CCG) super tag sequence with regard to the associated caption of picture x is denoted by 

the formula y
s
= y

s
1, y

s
2,..., y

s
T .The captions, annotated CCG supertags, and object categories vocabularies 

are each denoted by the letters Ww, Ws, and Wo respectively. The structure of our model MLAIC shows how it 

trains the object classification and syntax generation tasks alongside the picture captioning job. The CNN 

encoder for the picture captioning job and the object classifier share the same encoder.To aid the LSTM 

decoder in focusing on various facets of the pictures with regard to the object labels, all object labels are 

encoded as low dimensional distributed embeddings and handled as additional input. The decoder for image 

captioning and the syntax generation job share an LSTM decoder. By training the shared LSTM decoder  

   similarly, [Nadejde et al., 2017] predicts words and syntax. 

 

5. SYSTEM ARCHITECTURE 
 

 

 
Image based model extracts the features of our image from dataset and it pre-processes image. For our image 
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based model, we use deep learning and CNN algorithm, the image summarizes the approach of image caption 
generator, usually image based model rely on convolutional neural network . A pre-trained CNN extracts the 
features from our input image, creates the vocabulary for the image. 

 

6. INFERENCE 

 
In the inference process, we use Beam Search: iteratively consider the set of the k best sentences up to time t as 
candidates to generate sentences of size, and keep only the resulting best k of them. We improve the Beam 
Search approach in the following 
 

 

 

 

experiments with a beam of size 3.   For each image I outside of image–caption datasets, the IM can recognise 
the label L. Then the word2vector of L would be the zero state of LM. The CM may generate a wrong 
sentence, LCM and the LM can create a sentence LLM conditioned on L. We produce a new sentence by 
combining LCM and LLM 

 

 

 

 

7. CONCLUSION 

By concurrently training object categorization and syntax generation with image captioning, we suggested 

a unique multi-task learning technique to enhance image captioning. The object categorization assisted in 

developing more accurate picture representations and enhanced visual attention, while the syntax generation 

assisted in reducing the issue of producing redundant and incomplete phrases.On the widely known MSCOCO 

dataset, we carried out extensive tests to confirm the efficacy of our strategy. The experimental findings 

showed that, in comparison to other potent rivals, our approach produced excellent outcomes. 
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