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ABSTRACT 
             It is very common that the objects in a structural database (e.g., restaurants/hotels) are linked with 

keyword(s) to show their businesses/services/features. An interesting problem called as Closest Keywords 

search is to query objects, called keyword cover, which together cover a set of query keywords and have the 

minimum inter-objects distance. In recent few years, we observe the increasing availability and importance of 

keyword rating in object evaluation for the better decision making. This motivates and show us to detailed 

investigate a generic version of Closest Keywords search called Best Keyword Cover search which considers 

inter-objects distance as well as the keyword rating of objects. The baseline algorithm is I truly inspired by the 

methods of Closest Keywords search which is based on exhaustively combining objects from different query 

keywords to generate and indicate candidate keyword covers. When the number of query keywords increases 

rapidly, the performance of the baseline algorithm drops dramatically as a result of massive candidate keyword 

covers generated. To attack this drawback, this work proposes a much more scalable algorithm called keyword 

nearest neighbour expansion (keyword-NNE). Compared to the base line algorithm, keyword-NNE algorithm 

significantly reduces the number of candidate keyword covers generated. The in-depth analysis and extensive 

experiments on real data sets have justified the superiority of our keyword-NNE algorithm. 
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1. INTRODUCTION 

In a spatial database, each tuple represents a spatial object which is associated with keyword(s) to indicate 

the information such as its businesses/services/features. Given a set of query keywords, an essential task of 

spatial keywords search is to identify spatial object(s) which are associated with keywords relevant to a set of 

query keywords, and have desirable spatial relationships (e.g., close to each other and/or close to a query 

location). This problem has unique value in various applications because users’ requirements are often 

expressed as multiple keywords. For example, a tourist who 

plans to visit a city may have particular shopping, dining and accommodation needs. It is desirable that all these 

needs can be satisfied without long distance travelling. 

 

2. EXISTING  SYSTEM 

 Some existing works focus on retrieving individual objects by specifying a query consisting of a query 

location and a set of query keywords (or known as document in some context). Each retrieved object is 

associated with keywords relevant to the query keywords and is close to the query location. 

 The approaches proposed by Cong et al. and Li et al. employ a hybrid index that augments nodes in 

non-leaf nodes of an R/R*-tree with inverted indexes. 

 In virtual bR*-tree based method, an R*-tree is used to index locations of objects and an inverted index 

is used to label the leaf nodes in the R*-tree associated with each keyword. Since only leaf nodes have 

keyword information the mCK query is processed by browsing index bottom-up. 
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3. PROPOSED SYSTEM 

 Research investigates a generic version of mCK query, called Best Keyword Cover (BKC) query, 

which considers inter-objects distance as well as keyword rating. It is motivated by the observation of 

increasing availability and importance of keyword rating in decision making. Millions of 

businesses/services/features around the world have been rated by customers through online business 

review sites such as Yelp, City search, ZAGAT and Dianping, etc. 

 Some work develops two BKC query processing algorithms, baseline and keyword-NNE. The baseline 

algorithm is inspired by the mCK query processing methods. Both the baseline algorithm and keyword-

NNE algorithm are supported by indexing the objects with an R*-tree like index, called KRR*-tree. 

 We developed much scalable keyword nearest neighbor expansion (keyword-NNE) algorithm which 

applies a different strategy. Keyword-NNE selects one query keyword as principal query keyword. The 

objects associated with the principal query keyword are principal objects. For each principal object, the 

local best solution (known as local best keyword cover lbkc) is computed. Among them, the lbkc with 

the highest evaluation is the solution of BKC query. Given a principal object, its lbkc can be identified 

by simply retrieving a few nearby and highly rated objects in each non-principal query keyword (two-

four objects in average as illustrated in experiments). 

4. SYSTEM ARCHITECTURE 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

PROBLEM  DEFINITION 

The Problem is to determine some existing works focus on retrieving individual objects by specifying  

 

 

 

 

 

Fig: System Architecture for keyword cover search  

 

In this architecture, a query consisting of a query location and a set of query keywords. Each retrieved 

object is associated with keywords relevant to the query keywords and is close to the query location. 
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5. SYSTEM MODULES 

 

1. Spatial database,  

2. Point of interests,  

3. Keywords, 

4. Keyword rating,  

5. Keyword cover. 

 

6. PROPOSED ALGORITHM 

 

6.1 Keyword-NNE algorithm 

In this algorithm, one query is considered as a principal query keyword. Those objects are associated 

with principal query keyword are considered as principal objects. Keyword-NNE computes local best 

solution for each principal object. BKC algorithm returns the lbkc with having highest evaluation. For each 

principal object, its lbkc can be simply selects few nearby and highly rated objects by the viewer/customer. 

Compared with the baseline algorithm, the keyword covers significantly reduced. These keyword covers 

further processed in keyword-NNE algorithm that will be optimal, and each keyword candidate cover 

processing generates very less new candidate keyword covers.  

 

7. CONCLUSION 

 

Compared to the most relevant mCK query, BKC query provides an additional dimension to support more 

sensible decision making. The introduced baseline algorithm is inspired by the methods for processing CK 

query. The baseline algorithm generates a large number of candidate keyword covers which leads to dramatic 

performance drop 

when more query keywords are given. The proposed keyword-NNE algorithm applies a different processing 

strategy, i.e., searching local best solution for each object in a 

certain query keyword. 
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