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ABSTRACT 

Big Mart Sales prediction is an integral part of the retail industry, enabling companies to optimize inventory 

management, plan effective marketing strategies and make informed decisions. This study proposes a sales 

prediction system for Big Mart using the Extreme Gradient Boosting (XGBoost) algorithm, a powerful ensemble 

learning technique. Using historical sales data, product attributes, customer data and external factors, the 

system aims to accurately predict future sales volumes. The implementation process involves several steps, 

including data processing, feature selection, train test splitting, XGBoost model training, and performance 

evaluation. Historical sales data is carefully processed to ensure data integrity, and key features are designed to 

capture important patterns and trends. Feature selection techniques are used to identify the most informative 

attributes that contribute to accurate predictions. The XGBoost algorithm is then used to build a predictive 

model by iteratively combining weak decision tree models to form a robust ensemble. The model is trained on 

historical sales data and learns from mistakes in previous iterations to continuously improve forecast accuracy. 

Hyperparameter tuning is performed to optimize model performance. To evaluate the effectiveness of the system, 

a separate test series is used to evaluate the accuracy of sales forecasts. Common evaluation metrics such as 

mean square error (MSE), root mean square error (RMSE), and mean absolute error (MAE) are used to 

measure model performance against actual sales values. The accuracy of XGBoost algorithm is 91.14 % and the 

accuracy of Big Mart's prediction is 61.14 % 

Keywords: Big Mart, Inventory management, Forecast sales, Hyperparameters, XGBoost. 

1 INTRODUCTION 

1.1 Background 

The daily competition between various commercial centers and giant markets is becoming tighter, more violent 

because of the rapid development of global commercial centers also in electronic commerce. Each market aims 

to offer personalized and limited-time offers to attract a large number of customers based on the period, so that 

the sales volume of each product can be estimated for the storage, transportation and logistics services of the 

organization. The current machine learning (ML) algorithm is very advanced and provides methods to forecast 

or predict sales for all kinds of organizations, which is very useful to overcome the low price used in 

forecasting. Better forecasting is helpful for developing and improving marketing strategies. which is also 

extremely useful. The ML techniques predict the sales of different products in different stores of a retail chain 

called "Big Mart". The dataset used in this method contains information about the products, stores and sales of 

the retail chain. The goal is to develop a forecasting model that can accurately predict the sales of each product 

in each store in the coming year. A retailer can use this to predict future market demand and adjust their 

inventory levels accordingly. The accuracy of these forecasts determines whether the trader makes a profit or a 

loss. Once the model is trained, it can be used to predict new data. Input data is fed into a trained model that 

applies the learned patterns to predict outcomes. It is possible to predict the sales of products in Big Mart stores 

with great accuracy. Retailers can use this information to optimize inventory management and improve their 

ability to forecast sales 

Objectives 

The goal of Big Mart Sales is to develop an accurate and reliable model that can predict Big Mart sales or 

revenue based on various factors such as store size, location, product price, promotions and customer behaviour. 

By predicting sales or revenue, ML models can help retailers optimize their inventory levels. This can ensure the 
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store has the right products in stock at the right time, increasing customer satisfaction and reducing waste. The 

XGBoost algorithm is known for its accuracy and speed and has been used successfully in many applications, 

including sales forecasting. One of the main advantages of using XGBoost is that it can handle both categorical 

and numerical data, making it good for sales forecasting where both types of data may be present. In addition, 

XGBoost can be used to analyse the impact of various factors on sales and identify opportunities for growth. It 

can be used, for example, to identify which products or categories drive sales, which offers are most effective, 

and which factors may affect seasonal sales fluctuations. 

1.2 Constraints 

XGBoost, an optimized gradient boosting algorithm, is widely used for sales prediction in Big Mart or retail 

scenarios. Although XGBoost is a powerful predictive modelling tool, it also has some limitations that must be 

considered when forecasting Big Mart sales. The challenges of proper data processing, feature design, model 

tuning and domain knowledge can help to create more accurate and robust sales forecasting models 

 

.2 RELATED WORKS 

T.K. Thivakaran, et al. (2022) [2] proposed about the  Bigmart dataset and identify patterns and trends that can 

be used to predict future sales. The problem statement of the paper is to leverage machine learning techniques to 

analyse and predict sales data for Bigmart, with the aim of improving sales performance and maximizing 

profitability. The supervised learning algorithm used in the paper is Random Forest Regressor. This algorithm is 

a popular machine learning algorithm that can be used for both regression and classification tasks. It works by 

creating an ensemble of decision trees, where each tree is trained on a random subset of the features and data 

points. The output of the algorithm is then obtained by taking the average of the outputs of all the trees.  Li, 

Yuanjiang, et al. (2021) [4] reported about the Clothing Sale Forecasting by a Composite Gated Recurrent Unit 

(GRU)-Prophet Model with an Attention Mechanism and the  problem statement of this paper is to develop an 

accurate and robust forecasting model that can help the clothing industry to optimize their business strategies 

and improve their bottom line. The proposed composite GRU-Prophet model with an attention mechanism aims 

to address the challenges of clothing sales forecasting by leveraging the strengths of different algorithms and 

identifying the most relevant features for prediction, the composite GRU-Prophet model with an attention 

mechanism is a powerful algorithm for clothing sale forecasting that leverages the strengths of both the GRU 

and Prophet algorithms. The GRU captures the temporal dependencies in the data, while Prophet captures the 

seasonality and cyclical patterns. The attention mechanism helps to give more weight to the most relevant 

features, which leads to more accurate predictions The accuracy of the algorithm is 54.32\% this is the results of 

the composite GRU-Prophet model with an attention mechanism. Aguilar-Palacios, Caros, et al. (2019) [7] 

examined about the Forecasting Promotional sales within the Neighbourhood and the problem of the paper is to 

develop a predictive model for forecasting promotional sales within a specific neighbourhood. The paper 

focuses on the retail industry, where businesses use promotional sales to increase foot traffic, attract new 

customers, and increase sales revenue. The algorithm used in K-Nearest Neighbours (KNN) method that 

produces explainable and easy to modify predictions. Also, wanted to couple feature selection and prediction, 

which accomplished through a cost function that is minimized with a non-negative least squares (NNLS) solver. 

Our method is founded on online learning, so the predictions are calculated with the latest data available, thus 

avoiding to retrain the model. And the accuracy of the KNN algorithm is 62.23%  

 

3 PROPOSED SYSTEM 

The Bigmart sales forecasting using XGBoost involves the development of a ML model that can predict the 

sales of various products in Big Mart stores. The system uses historical sales data and other relevant variables to 

train the model and predict future sales. ML models are based on the assumption that patterns observed in 

historical data will persist into the future. The accuracy of the predictions is affected by the quality of the 

training data, the selected features, the complexity of the model and other factors. Regular monitoring of the 

model and retraining with updated data can help to maintain predictive performance over time. 
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Fig.1. Architecture design of proposed system 

Architecture diagram show the key components involved in Big Mart Sales Prediction Using XGBoost and their 

Relationships. The comparison with performance computation the accuracy is based on the predict of the Big 

Mart sales and the Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE) 

is help to find the comparing of the accuracy 

4 METHODOLOGY 

In general, steps XGBoost uses gradient boosting to iteratively improve the predictions of the model. Gradient 

boosting involves creating a sequence of models, where each subsequent model is trained to improve upon the 

errors of the previous model. The models are combined using a weighted sum, where the weights are determined 

by their performance on the training data 

 

Fig.2. Project flow diagram 

The main steps involved in Big Mart Sales Prediction using XGBoost, from data collection to model 

deployment and prediction. By the Hypothesis generation the dataset processed to the data exploration based on 

the feature engineering and finally the stack model is tested and get a result.  

1.3 Dataset Collection 

The primary focus of data collection is to gather historical sales data from Big Mart. This includes information 

such as the date of sale, store ID, product ID, sales volume, and possibly other relevant attributes like price, 

promotions, and discounts. Collecting a sufficient amount of high-quality sales data is essential to train the 

XGBoost model effectively. 
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Fig.3. Dataset of Bigmart sales  

Dataset is created by collecting the good pixel weapon images and making them ready for the creation of the 

dataset. 

1.4 Data Pre-processing 

Pre-processing the dataset is an essential step before training an XGBoost model for sales prediction. It involves 

cleaning the data, handling missing values, transforming features, and scaling the data appropriately, the dataset 

prepares it for effective model training and ensures that the data is in a suitable format for XGBoost. It helps 

address data quality issues, handles missing values, transforms features appropriately, and prepares the data for 

the subsequent steps of model training and evaluation. 

4.3 Data Exploration 

It helps to understanding the dataset's structure, characteristics, and relationships, enabling you to make 

informed decisions during preprocessing and model development. It assists in feature selection, identifying 

outliers, understanding patterns, and leveraging domain knowledge to build a more accurate and robust sales 

prediction model using XGBoost. Calculate basic descriptive statistics such as mean, median, standard 

deviation, minimum, maximum, and quartiles for numerical variables. This provides a summary of the 

distribution and variability of the data. 

4.4 XGBoost Algorithm 

XGBoost is ability to handle complex relationships, handle missing data, and provide feature importance 

analysis makes it a powerful algorithm for sales prediction in Big Mart. By fine-tuning the model and leveraging 

its strengths, it is possible to develop accurate and robust sales prediction models that assist in optimizing 

inventory management, pricing strategies, and decision-making in the retail domain. 

4.5  Model Training 

Configure the chosen model with appropriate hyperparameters. Train the model using the training data. The 

model will learn the patterns and relationships between the input features and the sales target variable. Evaluate 

the trained model using the testing set. Calculate relevant evaluation metrics such as root mean squared error 

(RMSE), mean absolute error (MAE), or R-squared to assess the model's performance in predicting sales. 

Compare the model's performance against baseline models or previous approaches. 

 

 

 

 

Fig.4. Training the dataset 
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4.6 Model Testing 

Testing the XGBoost model on unseen data allows you to assess its predictive capabilities and gain confidence 

in its ability to generalize to real-world scenarios. By evaluating the model's performance, you can make 

informed decisions about its suitability for sales prediction in the Big Mart setting and identify opportunities for 

further improvement. XGBoost. Analyse the evaluation metrics to understand the performance of the XGBoost 

model on the testing data. Assess whether the model meets the desired level of accuracy and reliability for sales 

prediction in the Big Mart context. Compare the results with the performance achieved during the training and 

validation stages. 

 

Fig.5. Sales Item Outlet Sales 

4.7 Internal Design 

The internal design of XGBoost combines techniques such as gradient boosting, regularization, parallel 

processing, and optimized algorithms to achieve high accuracy, scalability, and efficiency in training predictive 

models. These design choices contribute to XGBoost is popularity and its effectiveness in various domains, 

including sales prediction in Big Mart. 

 

 

 

 

 

 

 

Fig.7. Use case of the system 

 

5 RESULT  

The accuracy of the model, the performance of the hardware used for training and prediction, and the 

complexity of the problem being solved. The Proposed system can be made more efficient by optimizing the 

hyperparameters of the XGBoost model, such as the number of tree, learning rate, and regularization 

parameters. This can help to reduce the training time and improve the accuracy of the model dimensionality to 

improve the presentation. 
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Fig.8. Result of detected Pistols  

6  FUTURE WORK 

The accuracy of the XGBoost model can be improved by incorporating additional data sources, such as weather 

patterns, and economic indicators. It involves creating new features from the existing dataset that may improve 

the predictive performance of the model. This can include transformations of existing features, combining 

multiple features, or creating entirely new features based on domain knowledge 

7 CONCLUSION 

The XGBoost algorithm is well-suited for this task, as it is capable of handling large dataset with complex 

features and relationships, and can be tuned to optimize predictive accuracy. By using XGBoost to predict sales, 

pricing strategies, and promotional activities. This can lead to increased profitability and customer satisfaction, 

as well as improved overall business performance. However, as with any machine learning model, it is 

important to carefully evaluate and tune the XGBoost model to ensure the best possible performance. This 

includes selecting appropriate features, pre-processing the data, optimizing hyperparameters, and validating the 

model using appropriate metrics and techniques. The accuracy of the XGBoost algorithm is 91.14% And the 

highest accuracy of Big Mart sales prediction is 61.14% 
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